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Abstract. The key objective of the enterprise communication&computing platform is to deliver 

services at anytime, anywhere, to any device [1]. The service providers are in critical need for the 

agile service delivery, to succeed in highly concurrent e-services business marketplace. Thus, re-

gardless of many similarities between the service delivery models used by different providers, the 

customization is highly desired to enable communications within diverse operations and business 

support systems (OSS/BSS) and niche-market developments [2]. We take also into consideration 

that an analytical performance evaluation is crucial for the justification of the effectiveness of the 

modelling of different operational conditions in delivering of high-quality services [3]. Conse-

quently, in this paper, we apply a mathematical model into the monitoring of services delivery in 

two interconnected systems in tandem on the enterprise communication&computing platform. We 

consider here a queuing network model used to represent a series of 2 single-server queues, each 

with unlimited waiting space and the FIFO service discipline [4]. And, we develop our model in 

order to obtain feasible values of main performances features.

1 Introduction
The Internet Service Providers (ISPs) and Mobile Virtual Network Operators (MVNOs) as well as IT depart-

ments of large companies face various problems when designing, building/implementing, and engineer-

ing/managing their enterprise infrastructures. They struggle mostly because of inflexible legacy networks in the 

face of accelerating technological growth and increasing business and customer demands. Integrated infrastruc-

ture solutions are extremely complex to design, support, and manage. Besides, the enterprise communica-

tion&computing platform must be able to adapt quickly, to support new technologies that enable rapidly evolv-

ing business processes [1]. 

The solution for all the difficulties enterprise communication&computing platform faces cannot be simple and 

whole, done in once. It can be efficient only if it is modular and includes differentiated features. As an answer to 

this complex dilemma - we split different problems into different sub-areas, and apply certain customized solu-

tions to the certain kind of challenges.

Besides, the services and providers continue to converge and bring in many different types of services, such as

wireless, broadband media, and voice ones. Plus the rising security and compliance pressures are forcing compa-

nies to re-evaluate their traditional network architectures in order to enforce stronger access control and auditing 

policies without inhibiting the levels of flexibility and agility. 

Moreover, computing centres are now distributed across the world, as there are devices and clients that they 

support. And, the situation totally cannot be comparable with the past, where computing centres typically sup-

ported limited number long-term services, for instance - a single server ran the same application for its lifecycle 

of operation. The little changes were made, networks were static, often flat to ease administration, and network 

security was confined to just a few points within the implementation.

But, designing networks and architectures for millions of users, transactions, and diverse content types requires 

an approach that differs from that of standard infrastructure designs. These infrastructures must support conver-

gent services, with high levels of reliability and performance, while maintaining manageability as well as secu-

rity. The computing architectures and applications must be designed to support ubiquitous access. Flexibility is 

required to support new or evolving business and technical requirements with agile respond to business condi-

tions and competitive pressures. The “always-on” access has become a requirement whether services are ac-

cessed over the Internet, intranet or extranet [1, 2].

2 Analytical Model to Monitor Services Delivery over 2 Interconnected Systems in 
Tandem on the Enterprise Communication&Computing Platform

The most critical factor in the real-time services delivery is the response time or delay. Therefore, we examine

here a mathematical model in order to apply it into the monitoring of end-to-end delay in the services delivery 

over two interconnected systems in tandem.
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Interconnected systems in tandem (Figure 1) received significant attention in literature because of their perva-

siveness and implication in real life. For example, Avi-Itzhak [5] studied the system with arbitrary input and 

regular service times [6]. Other related work, in the sense that it focuses on the response time as opposed to the 

joint queue length, is done by Knessl and Tier [7]. They have studied the first two moments of the response time 

in an open two-node queuing network with feedback for the case with an exponential processor sharing (PS) 

node and a FIFO node, while the arrivals at the PS node are Poisson. Chao and Pinedo [8] examined the case of 

two tandem queues with batch Poisson arrivals and no buffer space in the second queue. They allowed the ser-

vice times to be general and obtained the expected time in system [6].

Figure 1. An Example of Interconnected Systems in Tandem.

2.1 Modelling Assumptions and Model Description
We begin with a description of the model under consideration. We have observed that in almost earlier research, 

it was assumed that the arrival process is a Poisson process. For other arrival processes it is seldom possible to 

find an exact expression for the mean waiting time except in the case where the holding times are exponentially 

distributed. In general it is assumed, that either the arrival process or the service process should be Markovian. 

For GI/G/1 queuing system it is in the state to give the theoretical boundary for the mean waiting time and re-

sponse time [9]. 

2.2 Performance of Analysis
The example for a non-Poisson arrival process is the queuing system GI/M/1, where the distribution of the inter-

arrival times is a general distribution, given by the density function f(t) [9]. The probability, that arriving cus-

tomer finds the server busy - � is not the same as the server utilization – � for GI/M/1 because of the general 

pattern of arrivals. Only the random arrivals have �����. The value of � can be obtained from formula.
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where f*(s) is the Laplace-Stieltjes transform of the pdf of inter-arrival times. In some cases formula (1) can be 

solved analytically, but in general a numerical procedure is required. 

In Figure 2 is presented probability that arriving customer finds the server busy for different distributions of 

inter-arrival time [10].

Figure 2. The probability � that arriving customer finds the server busy for different distributions of inter-arrival time.
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Next, we calculate the average waiting time using the formula (2). The waiting time for the G/M/1 queuing sys-

tem has a modified exponential distribution, and it is described in formula (3).
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It is necessary to notice, that the average waiting time increases when the arrival pattern becomes more irregular. 

Figure 3 shows average waiting time for different values of 2

AC . The effect of increased variance in the inter-

arrival time is apparent, and is very marked at high utilizations [11].

Figure 3. The average waiting time.

The average time in system for the G/M/1 queuing system has the pattern (Figure 4) presented in formula (4).
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The service time has an exponential distribution, formula (5) [11].

Figure 4. The average time in system, equal standard deviation.

3 Practical Usage of the Proposed Model
We introduce and analyse here architecture, namely “Unified Network Architecture”, built onto the mathemati-

cal model, for the monitoring services delivery in two interconnected systems in tandem on the enterprise com-

munication&computing platform. The “Unified Network Architecture” (Figure 5) can provide a carrier-ready 

transport platform for packet tandem applications with proven PSTN compatibility, the rich set of transport op-

tions, high availability and improved tandem functioning. This architecture provides fast call transfer, which 

facilitates revenue-sustaining long-distance services. The “Unified Network Architecture” allows service provid-

ers to deliver new enhanced services and applications, while easily adding trunking capacity, provisioning new 

routes, easing data congestion points.

Proficient of supporting multiple applications from the same platform, the “Unified Network Architecture” al-

lows carriers to deploy a single solution for IP or PSTN tandem functions, including:
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C long distance tandem services - to reduce carriers capital costs in communicating voice calls over long

distance trunks between their voice switches.

C SIP-based applications - to build upon a SIP-based architecture, the solution supports third-party ven-

dors to deliver a wide variety of new services.

C business VPNs - for carriers to offer business customers services such as Centrex - either add voice to 

existing IP VPNs or set up initial VPNs with voice and link branch offices with low-cost service [12].

Figure 5. The “Unified Network Architecture”, tandem-based.

4 Conclusions
We applied in this paper a mathematical model for the monitoring of services delivery in two interconnected 

systems in tandem on the enterprise communication&computing platform. We considered here a queuing net-

work model used to represent a series of 2 single-server queues, each with unlimited waiting space and the FIFO 

service discipline. We examined and developed our model in order to obtain feasible values of main perform-

ances features. 

We started with a description of the model under consideration. Next, we obtained the performance measure

parameters of the GI/M/1-type Markov model. A computational model the response time is presented in Section

2, while Section 3 addresses the practical usage of our model. We demonstrated also the strength of our model

through the practical implementation examples. 
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