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Preface

Preface

At MATHMOD Vienna scientists and engineers using or developing models or interested in
the development or application of various modelling tools are offered an opportunity to
present ideas, methods and results and discuss their experiences or problems with experts of
various areas of specialisation.

The scope of the MATHMOD Conference Series covers theoretic and applied aspects of
various types of mathematical modelling. Comparison of modelling approaches, model
simplification, modelling uncertainties, and port-based modelling are discussed. Besides
applications of modelling in traditional areas such as engineering and natural sciences also
new ones are of growing importance. The topics to be discussed during the conference reflect
also the fact that mathematical modelling is now used more and more in industries. Numerical
aspects are now often already part of the modelling process and, automation of modelling and
the use of IT are of growing importance. All these facts can be recognized on one hand in the
many MATHMOD minisymposia, which were organized by experts in various specific areas.
And, on the other hand, also the many sessions, where classic submitted contributions will be
presented and discussed, show the broad variety of the MATHMOD conference.

Moreover, it is to be observed that traditiona classifications such as theory, applications,
numerics, computer science, simulation etc. become more and more obsolete. Scientific work
often presents new results in several areas. A look on the MATHMOD 2012 minisymposia
illustrates this quite well and underlines the fact that working teams are now often already
international :

Bond Graph Modeling: Theory and Practice
Dean Karnopp, Donald L. Margolis (Univ. California, USA)

Classical and Quantum Circuits
Wolfgang Mathis, Peter Russer (Univ. Hannover / Technical Univ. Munich, Germany)

Cognitive Technical Systems. Modeling and Smulation
Dirk Soeffker (University of Duisburg-Essen, Germany)

Computational Micromagnetics
Dirk Praetorius, Gino Hrkac, Thomas Schrefl, Dieter Suess (Vienna Univ. Of Technology,
Austria/ University of Sheffield, UK / Univ. Applied Sciences, St. Pdlten, Austria)

Control and Optimization in Mechatronics
Georgy V. Kostin, Felix L. Chernousko (Russian Academy of Sciences, M oscow)
Differential Equation Models in Cell-Biology
Gabriela Schranz-Kirlinger, Peter Szmolyan (Vienna Univ. of Technology, Austria)
Fractal Conservation Laws - Hyperbolic Conservation Laws Regularized by an Anomalous Diffusion
Franz Achleitner, Anton Arnold (Vienna Univ. of Technology, Austria)
Fractional Models
J. A. Tenreiro Machado (Polytechnic Univ. Porto, Portugal)

Mathematical Modeling for Decision Making in Epidemiology and Health Care
Gottfried Endel, Nikolas Popper (Main Association of Austrian Social Security Institution /
dwh Simulation Services, Vienna, Austria)

Mathematical Modelling and Control of Bio-Chemical Processes
Philippe Bogaerts, Jan Van Impe (Free Univ. Brussels/ Catholic Univ. Leuven, Belgium)
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Model Reduction
Bernard Haasdonk, Boris Lohmann (University Stuttgart / Technical Univ. Munich, Germany

Model-Based Analysis and Control for Distributed-Parameter Systems
Thomas Meurer (Vienna Univ. of Technology, Austria)

Modeling in Sport
Arnold BacaMeurer (Univ. Vienna, Austria)

Modeling of Dry Friction
Alexander P. Ivanov, Felix L. Chernousko (Russian Academy of Sciences, Moscow, Russia)

Modelling and Model Transformation in Automation Technologies

TinaKrausser, Marius Lauder (RWTH Aachen, / Technical Univ. Darmstadt, Germany)
Modelling and Smulation in and for Education

I1diko Perjési-Hamori, Andreas Korner (Univ. Pecs, Hungary/Vienna Univ.of Technology, Austria)
Modelling and Smulation in Medicine and Pharmacy

Maja Atanasijev-Kunc, JoZe Drinovec, AleS Mrhar (Univ.Ljubljana/Univ. Maribor, Slovenia)

Modelling and Smulation of Water Treatment
Esko Juuso (Univ. of Oulu, Finland)

Modelling and Smulation to Support Sustainable Energy Production

Esko Juuso (Univ. of Oulu, Finland)
Models and Algorithms in Biotechnology

Katharina Noh, Eric von Lieres (Research Center Julich, Germany)
Multiscale Modeling and Smulation in Tissue Biomechanics

Junuthula N. Reddy, Franco Maceri (TexasA&M Univ.,USA / Univ.Rome' Tor Vergata , Italy)
Object-Oriented Modelling: New Challenges

Francesco Casella, Gianni Ferretti (Polytechnical Univ. Milano, Italy)
Optimal Control of ODE s and PDE’s: Theory, Numerics and Applications

Kurt Chudgj, Hans Josef Pesch (University of Bayreuth , Germany)
Vibrations in Engineering Systems

Horst Ecker, Alois Steindl (Vienna Univ. of Technology, Austria)

Also the invited lectures reflect to some extent this wide spectrum of important topics of
current interest, ranging from applications e.g. in engineering and biology to methodological
and theoretic aspects of various types, and they clearly show, that scientific work now usually
belongs to more than one area of classification:

e Optimal Control of Dynamical Systems Governed by Partial Differential Equations
Hans Josef Pesch, Univ. of Bayreuth, Germany

e Fourth Generation Wireless Channel Models
Christoph Mecklenbrauker, Vienna Univ. of Technology, Austria

e Sructure Preserving Model Order Reduction of Linear Time-Invariant Control Systems
Peter C. Mller, Univ. of Wuppertal, Germany

e Modelling Prehistoric Mining
Kerstin Kowarik, Hans Reschreiter, Natural History Museum Vienna, Austria
Gabriel Wurzer, Vienna Univ. of Technology, Austria

e The Lattice-Boltzmann Method and Multiscale Hemodynamic:
Recent Advances and Per spectives
Giuseppe Pontrelli, Consiglio Nazionale delle Ricerche, Roma, Italy
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e Model Order Reduction in Elastic Multibody Systems Using the Floating
Frame of Reference Formulation
Christine Nowakowski, Univ. of Stuttgart, Germany

e System Physics - A Modeling Approach to Fundamental Concepts
Werner Maurer, Univ. Applied Sciences, Zurich/Winterthur, Switzerland

e Utilization of Buildings: Understand, Model, Smulate!
The MoreSpace Project at TU Vienna
Dietmar Wiegand, Vienna Univ. of Technology, Austria

e Sructure and (Thermo)Dynamics of Biomolecular Complexes From
Computer Smulation
Chris Oostenbrink, Univ. of Natural Resources and Life Sciences, Vienna, Austria

e Physical Modeling Technology in Rand Model Designer
Y uri Senichenkov, St. Petersburg State Polytechnical University, Russian Federation

e Evolution of Industrial Needs for Modelling & Smulation: New Challenges
and New Opportunities
Agostino Bruzzone, Univ. of Genoa, Italy

¢ Recognition and Classification of Human Motion Patterns
Arnold Baca, Univ. of Vienna, Austria

These Preprint Volumes compile the preprint abstracts and the preprint full contributions to
MATHMOD 2012. Four contribution types have been provided. The classical contribution
types are MATHMOD Contribution and MATHMOD Minisymposium Contribution, accepted
by general peer review based on an extended review abstracts, or by review of the mini-
symposium organisers. MATHMOD 2012 aso continues with a novelty introduced in
MATHMOD 2009 — the type MATHMOD Work-in-Progress Contribution. Contributions of
this type are intended for presentation of recent developments and work in progress in all
areas of modelling and simulation. And last but not least, MATHMOD Sudent Contributions
give e.g. PhD Students a chance to present themselves their own work.

While MATHMOD (minisymposium) contributions are orally presented in parallel sessions,
work-in-progress contributions and student contributions — which both types have passed a
review procedure analogous to the type MATHMOD contributions - are presented in plenary
poster sessions.

For all contribution types the same publication possibilities are offered, as preprints based on
the review abstracts and as proceedings based on review of the full preprint contribution.

MATHMOD 2012 comes with a new publication strategy. The need of Proceedings which
are listed in scientific citation systems caused us to change from electronic CD-Proceedings
with ISBN, but without DOI and without science citation index listing, towards electronic
web publication on a renowned publication server with citation features. As MATHMOD
conference seriesis an IFAC - sponsored conference series, our choice for web publication for
the Proceedings was |FAC-PapersOnLinenet, the web publication server of IFAC, the
International Federation of Automatic Control. All papers published on IFAC-
PapersOnLine.net can be cited using the site ISSN, the event ISBN, and the individual paper
DOI (Digital Object Identifier), and furthermore publications will be indexed in SCOPUS,
etc. IFAC-PapersOnLine.net, developed as a partnership between IFAC and Elsevier, the
IFAC Publisher, is Open Access in nature — no charge to individual for reading or
downloading, up to alimit of 25 papers per calendar month.
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MATHMOD participants have provided Preprint Abstracts of their contributions for the
printed MATHMOD 2012 Abstract Preprint Volume and Preprint Full Contributions for the
electronic MATHMOD 2012 Full Contributions Preprint Volume (USB Stick). These full
preprint contributions will undergo a full-paper review for inclusion into MATHMOD 2012
Proceedings at |FAC-PapersOnLine.net.

The Abstract Volume (printed) and Full Contribution Volume (USB Stick) of these preprints,
organised within the ARGESM Report Series as ARGESIM Report no. AR-S38, start with
the manuscripts (abstract, or full paper resp.) of the plenary lectures. Then follow the
‘classicad’ MATHMOD contributions, arranged in sessions according to their main thematic
point. Such a grouping is by no means easy because many contributions address severa
different aspects in a balanced manner, and the contributions show very strong inter-
disciplinarity. So we decided for a first group with contributions on methods and theory, and
for a second group dealing with identification in theory and application, and then followed by
comprehensive application groups. Each group has been split in two to four sessions:

e Modeling Methods, Theory & Tools

e |dentification, Estimation, & Calibration
e Mechatronics & Electrical Engineering
e Control Systems

e Biology, Physiology & Medicine

¢ Discrete Systems and Manufacturing

e Process Engineering

Next, abstracts, or full paper contributions resp., of the MATHMOD 2012 Minisymposia
follow in the sequence given before. This sequence does not reflect a thematic order; the
sequence is given by the submission sequence of minisymposia. Abstracts, or full contri-
butions resp., of types Work-in-Progress Contribution and Student Contribution conclude the
preprints, order sequence by submission.

The structure of these preprints will also be used for the MATHMOD 2012 Proceedings at
IFAC-PapersOnLine.net, which will include al contributions, which will pass / which have
already passed the full paper review.

As editors we wish to express our sincere thanks to all who have assisted us by making the
idea of this symposium known within the scientific community or by acting as sponsor or
cosponsor. We want to thank especially the members of the International Program Committee
who assisted us in the reviewing process — some of them did indeed a tremendous work by
reviewing some 20 extended abstracts in rather short time, and who have started reviewing
the full preprint contributions for publication at IFAC-PapersOnLine.net. Further, we want to
thank all colleagues who have done an excellent job by putting together MATHMOD
minisymposia devoted to one main topic. Last but not least we like to thank IFAC for co-
operation with a special publication arrangement, and the local ARGESIM team for their
support in preparation of these Preprints.

Vienna, January 2012 Inge Troch and Felix Breitenecker
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Plenary Lectures

OPTIMAL CONTROL OF DYNAMICAL SYSTEMS GOVERNED BY PARTIAL
DIFFERENTIAL EQUATIONS

H. J. Pesch
University of Bayreuth, Germany

Corresponding author: H. J. Pesch, Chair of Mathematics in Engineering Sciences, Universitétsstr., D-95440
Bayreuth, Germany, hans-josef . pesch@uni-bayreuth.de

Abstract. When analyzing mathematical models for complex dynamical systems, their analysis and numerical
simulation is often only a first step. Thereafter, one often wishes to complete the analysis by an optimization step to
exploit inherent degrees of freedom for optimizing a desired performance index with the dynamical system as side
condition. This generally leads to optimization problems of extremely high complexity if the underlying system
is described by (time dependent) partial differential equations (PDEs) or, more generally, by a system of partial
differential algebraic equations (PDAEs).

In the talk we will report on some of the lastest achievements on the field of optimization with PDEs and exhibit
the challenges we are facing and have to cope with to solve such tasks.

In the introduction three problems from engineering sciences are presented:

1. Hot cracking is a common risk in welding of aluminium alloys. According to a Russian patent this risk can
be avoided by applying a so-called multi-beam laser welding technique. By two additional laser beams the
thermal stress introduced by the main welding laser can be compensated, if the additional laser beams are
optimally placed and sized while they must not melt on the material. Mathematically we obtain a semi-
infinite optimization problem with PDE and inequality constraints.

2. Future concepts for intercontinental flights of passenger aircraft envisage aircraft which are able to fligh at
hypersonic speeds. Due to such high velocities the thermal heating of the aircraft is an issue which has to be
taken into account. This multi-physics problem leads to an optimal control problem for a system of ordinary
differential equations where the heating of the aircraft’s body is modelled as a quasilinear heat equation with
nonlinear boundary conditions. The temperature of the thermal protection system must be limited and plays
the role of a state variable inequality in this ODE-PDE optimal control problem.

3. The main example, which will be discussed in detail in the second part of the talk, is concerned with the op-
timal control of certain fuell cell systems for an environmentally friendly production of electricity. Reaction-
advection equations, a heat equation, additional ordinary as well as algebraic and integro equations sum up
to a coupled system of up to 28 PDAEs of extremely high complexity. The inflow data into the anode inlet,
the input data for the catalytic burner, and the amount of fed back from the cathode outlet are the control
variables of this system.

After this motivation an outline of the mathematical theory of optimal control problems for one elliptic equation
is given to depict the purpose of solving optimal control problems by first order necessary conditions. Thereafter
two numerical concepts, namely first optimize then discretize and First discretize then optimize are discussed with
respect to their pros and cons as well as an overlook on the mathematical toolbox from the literature is given.

The main part of the talk then deals with the results for optimal load changes when applying the two aforementioned
methodologies including a method for the practical realisation of the computed optimal solutions based on model
reduction techniques.

[1] K. Chudej, H. J. Pesch, K. Sternberg. Optimal Control of Load Changes for Molten Carbonate Fuel Cell
Systems: A Challenge in PDE Constrained Optimization. SIAM J. on Applied Mathematics, 70(2):621-639,
2009.

[2] K. Chudej, H. J. Pesch, M. Wichter, G. Sachs, F. Le Bras. Instationary heat constrained trajectory optimiza-
tion of a hypersonic space vehicle by ODE-PDE constrained optimal control. In A. Frediani, G. Butazzo,
editors, Variational Analysis and Aerospace Engineering, pages 127—144. Springer, Berlin, 2009.

[3] M. Hinze, R. Pinnau, M. Ulbrich, S. Ulbrich. Optimization with PDE constraints. Mathematical Modelling:
Theory and Applications, volume 23, Springer, 2008.

[4] V. Petzet. Mathematische Optimierung und Sensitivitdtsanalyse des Mehrstrahlschweiflverfahrens zur Ver-
hinderung der Heifsrissbildung. PhD thesis, University of Bayreuth, Germany, 2008.

[5] A. Rund. Beitrige zur Optimalen Steuerung partiell-differential algebraischer Gleichungen. PhD thesis,
University of Bayreuth, Germany, 2012.

[6] K. Sundmacher, A. Kienle, H. J. Pesch, J. Berndt, G. Huppmann. Molten Carbonate Fuel Cells — Modeling,
Analysis, Simulation, and Control. Wiley-VCH, 2007.

[7] F. Troltzsch. Optimal Control of Partial Differential Equations: Theory, Methods and Applications. Graduate
Studies in Mathematics, AMS 2010.
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UTILIZATION OF BUILDINGS: UNDERSTAND, MODEL, SIMULATE!
THE MORESPACE PROJECT AT TU VIENNA

D. Wiegandl, F. Breitenecker', N. Popperz, G. Hodecek!, S. Taubdck!
Vienna University of Technology, Austria, >dwh simulation Services, Austria

Corresponding author: D. Wiegand, Vienna Univ.of Technology, Inst. of Urban Design and Landscape Architecture
1040 Wien, Gusshausstrafie 30, Austria, dietmar.wiegand@tuwien.ac.at

Developers of real estate and infrastructure and builders in general are faced with the task of designing, steering
and improving socio-technical systems. They deal with project organisation and with buildings and their use, all
along its life-cycle — from the first idea up to the building’s demolition. Due to the dynamic and complexity inher-
ent to such real world systems, almost all of the decisions faced by the aforementioned groups of people are based
upon incomplete or insufficient information. To them models and simulations are worthless if they do not answer
particular questions or provide valuable, additional information to support decision making processes.
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Drawing the border between these two sets of influencing factors is a very delicate task, as it is dependent of the
objective target, the methodological approach and the subjective point of view or definition of the system. Follow-
ing these steps one does obtain a dynamic model of the system at hand which becomes subject to in-depth analy-
sis. Based on this dynamic model closed loops, main influencing factors and thus reasonable action can be identi-
fied. Only after such an analysis — and subsequent choice of rewarding search directions — does it become sensible
to engage mathematical modelling and simulation to improve ecological and economical sustainability and replace
experiences and assumptions by explicit knowledge. With the prior steps taken, simulation tools can now greatly
aid the decision finding process, as they produce results that address the questions formulated.

At the Vienna University of Technology the shortage of lecture rooms was the incentive to develop a model to
analyse and improve the utilisation of these rooms by means of a simulation and planning environment — called
MoreSpace [3]. An extensive analysis of the given situation based on current booking data as well as a thorough
inquiry about the room required showed the utilisation of rooms to be surprisingly low. The simulation model
developed according to these insights, following the aforementioned principal guidelines for building utilization,
allowed a further investigation of this situation; using the possibility of experimenting quickly showed that even
small well directed changes to the booking procedure did show great impact by increasing the room capacity utili-
sation on one hand and merging free time slots to increase the disposability of lecture room space on the other
hand. Thus it could be proven that not the quantity of lecture room is the main problem but the strategy used to
utilise it. But only a very detailed and in depth analysis showed the source of the problem to be not based on the
room structure itself but the behaviour of the surrounding system.

MoreSpace , a simulation and planning tool based on DEVS and planning heuristics ([3], [4]), has been developed
within grants of Vienna University of Technology and by ZIT, the technology promotion agency of the City of
Vienna; MoreSpace is intended for general use at universities, schools, and similar institutions which want to
improve the utilization of their buildings.

[1] H. Schalcher: Systems Engineering. IBB, ETH Ziirich, 2008.

[2] P. Gomez, and G. Probst: Die Praxis des ganzheitlichen Probleml 8sens, vernetzt denken, unternehmerisch
handeln, personlich Uberzeugen. Paul Haupt, Bern, 2001.

[3] S. Emrich, S. Taubdck, et al.: MORE SPACE — A Hybrid Dynamic Approach for Modelling Lecture Room
Management. In Proc. MATHMOD 09 Vienna - CD Volume 2009, ISBN: 978-3-901608-35-3; 7 p.

[4] M. Bruckner, S. Taubdock, et al: A Combined Cellular Automata - DEVS Smulation For Room Management
With Vacation Times. In Proc. 7th EUROSIM Congress, ISBN: 978-80-01-04589-3; S. 555 - 560.
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STRUCTURE PRESERVING MODEL ORDER REDUCTION OF
LINEAR TIME-INVARIANT CONTROL SYSTEMS

Peter C. Miiller, University of Wuppertal, Germany

Corresponding Author: Peter C. Miiller, Safety Control Engineering, University of Wuppertal
42097 Wuppertal, GauB3str. 20, Germany, Email: mueller@srm.uni-wuppertal .de

Abstract

The investigation of dynamical systems is based usually on a mathematical model. The increasing
complexity of the systems leads generally to a large-scale model. In case of linear, time-invariant
behaviour the state-space model is given by

x(1)=Ax(t)+Bu(z), y(r)=C x(r). (1)

Simulation, analysis, control design of large-scale systems is difficult. Therefore, in many cases model
order reduction methods will be applied to obtain more convenient models with smaller dimension r
which represent hopefully a good approximation of the large-scale system. Assuming

X.=Lx, Xx~RX, 2)

where L is the aggregation (or reduction) matrix and R represents the expansion (or approximation)
matrix, then the model of reduced order r is given by

X (1)=A x(1)+B, u(r), v, (t)=C, x.(1), 3)
where
A =LAR,B =LB,C =CR. (4)

The matrices L and R are required to be row- and column-regular of dimensions » X n and n X r.
For consistency, additionally L R = | is assumed (which is not really a restriction).

The analysis and design of system (1) will be carried out by the analysis and design of system (3). To
get reasonable results the reduced-order model should approximate the behaviour of the large-scale
system as good as possible. There are different methods to judge the quality of a “good”
approximation, e.g. approximation of the transfer behaviour or preserving some structural properties.
Here, in this contribution it will be dealt with preserving following features:

- Asymptotic stability - Steady-state accuracy
- Complete controllability - Vanishing equation residuum
- Complete observability - Controller/observer design separation

The necessary and/or sufficient conditions on L, R to preserve such important system properties are
shown explicitly and discussed in detail.
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MODELLING PREHISTORIC MINING

K. Kowarikl, H. Reschreiterl, G. Wurzer?
'Natural History Museum Vienna, *Vienna University of Technology, Austria

Corresponding author: K. Kowarik, Natural History Museum Vienna, Prehistoric Department,
1010 Wien, Burgring 7, Austria, kerstin.kowarik@nhm-wien.ac.at

Introduction. Mining structures are among the most complex economical systems in prehistory. Until recently,
research into prehistoric production processes has strongly focused on technological reconstruction. The
complexity of production processes, their interconnectedness with the surrounding socioeconomic network and
issues of quantification have, quite regrettably, been addressed to a much lesser extent. Simulation can contribute
important insights into the latter problem areas, however, the lack of consistent methodological discussion on data
collection, model building and comparability of results still represents a significant gap in research, which we
address in our work.

Archaeological Background. Mining areas are not only characterized as centres of production, but also as
centres of consumption - yielding high demands with respect to workforce, means of production (mining tools,
raw materials) and means of consumption (food, clothes). The necessity of expert knowledge, intra- and
superregional communication, traffic and trade networks further adds to the complexity. All these interdependent
conditions demand an analytic approach combining different levels of observation, both spatially and in context of
the model used.

Method. We argue that a consistent and methodical analysis of prehistoric mining structures can best be done by
the combination of several different simulation techniques in connection with a multidisciplinary database
drawing on experimental archaeology, ethnography and historical records. This combinational method, which we
will demonstrate by using data gained through the modeling of the bronze age salt mining complex of
Hallstatt/Austria (1458-1245 BC), lies at the core of our efforts.

In the course of our research, simulation tools allowing for extensive exploratory work with the existent
archaeological model have been created and important insights in the working and production processes have been
gained. The combination of these techniques allows for an analytic approach incorporating different levels of
information. For example, we have used Agent-Based Simulation[1] (see Figure) to build a model of the working
processes in one mining hall (breaking salt, collecting salt, transporting salt to the shaft), in order to gain insights
into spatial organization, allocation of tasks and workload balance and to relate the time span of mining to the size
of the workforce and the amount of mined salt. A System Dynamics Simulation[2] was applied to correlate the
size of the workforce with food consumption and demand for mining tools. Through Process Simulation, we were
able to display and analyze the workflow of an entire shaft system encompassing several mining halls.

VB Zoom Mave Tteradt Resat ParspoctiveFul Saeen

Figure: Example agent-based model used to simulate the mining process. An area with a typical salt distribution (purple) is
mined by workers on different levels, using a stair-like strategy colour-coded yellow, green and cyan. The simulation computes
the number of years to fully exploit the mine, dependent on number of workers, environment and stair strategy used.

[1] Kowarik, K., Reschreiter, H., Wurzer, G., Totschnig, R., Rausch, A.: Mining with Agents - Agent-based
Modeling of the Bronze Age Salt Mine of Hallstatt. In: Archdologie und Computer, ISBN 978-3-85161-016-1,
Vienna, 2008, 1-19.

[2] Kowarik, K., Reschreiter, H., Wurzer, G.: Modeling a mine. Agentbased Modeling, Systemdynamics and
Experimental Archaeology applied to the Bronze Age Saltmines of Hallstatt. In: Mining in European History.
SFB HIMAT, 2010, 44-52.
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THE LATTICE BOLTZMANN METHOD
AND MULTISCALE HEMODYNAMICS:
RECENT ADVANCES AND PERSPECTIVES

G. Pontrelli*, 1. Halliday, S. Melchionna, T.J. Spencer, S. Succi
*Istituto per le Applicazioni del Calcolo - CNR, Italy

Corresponding author: G. Pontrelli, IAC - CNR,
Via dei Taurini 19, Roma, Italy
giuseppe.pontrelli@gmail.com

The lattice Boltzmann method has emerged as a new and effective numerical technique of computational fluid
dynamics, and offers an alternative to the discretization of the Navier-Stokes equations. It allows a physical
modelling at an intermediate level between molecular scale and a continuum representation. As such, it is suitable
for describing complex flows, as those in hemodynamics, where the microscopic kinetics plays a non-trivial role
in determining macroscopic quantities.

Blood is a complex fluid containing a high volume fraction of red cells (RBC’s) and other suspended elements
in the plasma. A way to include the particulate nature of blood is presented here with the aim of studying flow
dynamics both in large-scale vessels and in microcirculation. A key feature of the blood flowing in arteries is
the shape of endothelium, that plays a number of important functions in the vascular system: its dysfunction may
lead to several pathological states, including early development of atherosclerosis. The microscopic shape of the
wall is addressed by the presence of endothelial cells, making the arterial boundary undulated [1]. In addition,
the endothelium is coated by long-chained macromolecules and proteins which form a thin structure, called the
endothelial surface layer (ESL) or glycocalyx. The glycocalyx has a brushlike structure and a mean thicknesss of
100nm for arterioles. It is believed that ESL acts as a transport barrier to prevent RBC’s ballistic interaction with
the endothelium and as sensor and a transducer of mechanical forces, such as the blood shear stress [2]. The main
aim of this paper is to show that the inclusion in the model of crucial elements such as RBC’s, the corrugated wall
and the glycocalyx, can be modelled within a single unified computational framework.

The model is based on a modification of the standard lattice Boltzmann method (LBM) to account for a bi-
component fluid, in the specific case plasma and RBC’s. The latter are modelled as deformable, neutrally buoyant
liquid drops constrained by a uniform interfacial tension and suspended in the plasma. LBM is based on a min-
imal kinetic Boltzmann equation in which representative particles evolve on a regular grid according to simple
streaming and collision rules, designed in such a way as to preserve the basic symmetries of fluid mechanics [3].
The LBM exhibits a number of appealing features as a computational fluid dynamics solver, such as the simplicity
of the stream-and-collide kinetics, its amenability to parallel computing and its ease in handling complex flows.
However, if the standard LBM bears much of its conceptual simplicity and computational efficiency for being for-
mulated over a uniform Cartesian mesh, on the other hand regular grids represent a severe limitation in modelling
endothelium corrugations. Therefore, an effort has been directed to the goal of enhancing the geometrical flexibil-
ity of the LBM with a finite volume formulation that allows for irregular wall geometry and for a more complex
rheological model for blood. Finally, the presence of the ESL is modelled by a thin porous layer of constant thick-
ness over the corrugated wall surface. In such a layer, a repulsive body force density acts on the drop interface
which approach the ESL region, impinging on the lumen. The idea is to solve a two-domain problem, whereby the
bulk flow (in the lumen) is governed by the bi-component Navier-Stokes equations and the near-wall region by a
porous-medium Brinkmann flow formulation.

Some numerical results illustrate the quality of the model in reproducing known rheological properties of blood as
much as revealing the effect of RBC structuring on the wall shear stress. The average velocity of the drop is slower
in the presence of the glycocalyx, which constitutes a hindrance for the lumen flow. Also, the mean deformation of
a RBC is more pronounced in the ESL influence region, where it is subjected to the elastic force, which squeezes
and lifts it, away from the wall, whilst making its shape more elongated. There are sensible wall shear stress
differences in the cases without and with glycocalyx: in the latter case, a reduction of the shearing stress either at
the wall and at the ESL top is evidenced.

[1] Pontrelli G., Kéenig C.S. Halliday I., Spencer T.J., Collins M.W., Long Q. and Succi S., Modelling wall shear
stress in small arteries using the Lattice Boltzmann method: influence of the endothelial wall profile, Med. Eng.
Phys., 33 (7), 2011, 832-839.

[2] Weinbaum S., Tarbell J.M. and Damiano E.R., The structure and the function of the endothelial glycocalyx
layer, Ann. Rev. Biom. Eng. 2007, 9 (6.1).

[3] Succi S. The Lattice Boltzmann Equation for Fluid Dynamics and Beyond, Oxford University Press, 2001.



F. Breitenecker, I. Troch - Preprints MATHMOD 2012 Vienna Abstract Volume

MODEL ORDER REDUCTION IN ELASTIC MULTIBODY SYSTEMS USING
THE FLOATING FRAME OF REFERENCE FORMULATION

Christine Nowakowski, Jorg Fehr, Michael Fischer, Peter Eberhard
University of Stuttgart, Germany

Corresponding author: Christine Nowakowski, Institute of Engineering and Computational Mechanics
70569 Stuttgart, Pfaffenwaldring 9, Germany, christine.nowakowski@itm.uni-stuttgart.de

Introduction. In the modern development process of technical products computer aided simulations are em-
ployed. In this way costly experiments and prototypes can be reduced. Thereby, shorter development periods
and rising requirements like durability, efficiency or mass reduction which intensifies the usage of lightweight
structures demand precise simulations. For systems which undergo large nonlinear working motions the multi-
body system approach is often most useful. Classical multibody systems (MBS) consist of rigid elements which
are connected by ideal joints and coupling elements. For engineering applications, where the deformation of the
bodies cannot be neglected, the method of elastic multibody systems (EMBS) has to be applied, see e.g. [1]. Typ-
ical applications are in the area of machine dynamics, vehicle dynamics, robotics, automation, biomechanics and
energy systems.

Elastic Multibody Dynamics. Several methods have been suggested to capture both, the highly nonlinear mo-
tions and the deformations, see [1]. For systems where the elastic deformation is small compared to the rigid body
motion, the floating frame of reference formulation can be used. It is one of the most common approaches in
the field of modeling flexible multibody systems. The basic idea is to separate the motion of the body in a large
nonlinear motion of the reference system and a linear elastic deformation with respect to the reference system. In
this way the modeling of an EMBS can be split into two parts, on the one hand modeling the multibody dynamics
and on the other hand modeling the flexibility.

Model Reduction. One basic instrument to describe the elastic deformation in combination with the floating
frame of reference formulation is the linear Finite Element Method. The need of high precision and complex
geometries leads to a fine spatial discretization. Mathematically the elasticity is descriped by a large set of linear
ordinary differential equations

Me'iie([)+Ke'qe(t):hea (D

e.g. [2]. The matrices M, and K, are the mass and stiffness matrix and the vector q, the elastic coordinates of the
flexible structure. The generalized surface and volume forces are summarized in the force vector h,. To consider
the dissipative effects an additional damping term D, - q, is often introduced and can be approximated for example
by viscous damping (Rayleigh damping).

Linear model reduction is a decisive component to simulate flexible multibody systems efficiently, see [2]. Thereby,
the reduction of the equations of motion of each single elastic body is based on an approximation via projection.
For this purpose the nodal displacement vector is projected into a first subspace of smaller dimension. The residual
resulting from the first projection is eliminated by a projection to a second subspace, which is orthogonal to the
residual. The projection of the equations of motion is called orthogonal if the subspaces are identical, otherwise
it is called oblique, see [3]. The choice of the projection matrices is a crucial factor in the quality of the reduced
model and task of the different reduction techniques. In the industrial setting the reduction methods based on
modal reduction, sub-structuring and condensation, like component mode synthesis are still the state of the art.
However, in the basic methods, information about the spatial distribution of the loads acting on the flexible body
or information about the operation of the system are hardly taken into account and consequently the convergence
of these approaches can be very slow. Modern reduction techniques based on Krylov subspaces, singular value
decomposition (SVD) or Gramian matrices approximate the input to output mapping of a flexible body. In this way
the distribution of the loads is taken into account and yields in a high accuracy of the reduced model. Furthermore,
a-priori error bounds or efficient error estimators are available. An overview of the current state of developments
can be found e.g. in [3].

[1] Schwertassek, R., and Wallrapp, O.: Dynamik flexibler Mehrkorpersysteme (in German). Braunschweig:
Vieweg, 1999.

[2] Lehner, M.: Modellreduktion in elastischen Mehrkorpersystemen (in German). Dissertation, Schriften aus
dem Institut fiir Technische und Numerische Mechanik der Universitit Stuttgart, Band 10. Aachen: Shaker
Verlag, 2007.

[3] Antoulas, A.: Approximation of Large-Scale Dynamical Systems. Philadelphia: SIAM, 2005.
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“The book of nature is written in the language of mathematics” claimed Galilei in 1623. It is this language that
creates a bottleneck on the way to understand basic laws of physics. Therefore teachers explain only the solution
of some standard problems and students learn to parameterize some functions or put numbers in formulas. But
they can’t explain what they are doing in their own words.

Systems Dynamics avoids the explicit use of differential equations with the help of bathtub- and feedback-thin-
king. Only four elements (reservoirs, pipes, feedback arrows and functions) are needed to model a dynamical
system, such as a bouncing ball or the behavior of a predator-prey-system.

Systems Physics combines the modeling concept of System Dynamics with a unified description for all branches
of classical physics known from bond graph theory [1]. In this model based approach students start by formulating
the balance of a fundamental quantity (bathtub-thinking for volume, mass, electrical charge, momentum, angular
momentum, entropy or amount of substance). Then they have to specify the currents and the rates of change (feed-
back-thinking). On a second layer they can add the balance of energy (bookkeeper-thinking).

The challenge of an introductory course is to convince the audience that physics is relevant, useful and coherent.
Systems Physics can motivate people who are not expert in mathematics to think about the fundamental concepts
of nature and technology. Some really new picture and the modeling approach help the students to understand the
basic processes. Fig. 1 shows such a system diagram and the velocity-time-diagram for a freight wagon colliding
with another.
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Figure 1: System diagram (left) and velocity-time-diagram for a freight wagon colliding with another. Momentum
balance, kinematics and energy balance form three levels of the model.

Systems Physics provides a consistent, coherent and relevant structure of physics. A huge number of dynamical
systems can be modeled with the same heuristic approach. The equation of balance for substance like quantities
like volume, mass, electric charge, momentum, angular momentum and entropy yields the backbone for such
models. By adding the constitutive laws for accumulators and conductors we get the basic equations. In a third
step we can add energy as a second substance like quantity. The energy balance analysis is often useful but not
necessary for simple systems. But energy conservation becomes an inevitable requirement in more complex sys-
tems like thermodynamic accumulators.

Systems Physics has been developed on the basis of the Karlsruher Physikkurs [2] and taught in different physics
courses at Zurich University of Applied Sciences.

[1] Karnopp, D., Margolis, D., Rosenberg, R: System dynamics: a unified approach. Wiley, New York, 1990.
[2] Herrmann, F.: Karisruher Physikkurs. Aulis, Hallbergmoos, 2003.
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Abstract. The dependability of next generation wireless systems will be a key demand for their evolution. The
design and implementation of dependable wireless communication systems requires adequate models of the radio
propagation channel in all relevant environments and scenarios. Wireless multiple-input multiple-output (MIMO)
channels are prone to pathloss and several fading mechanisms. These induce a rich behavior in time, delay, fre-
quency, Doppler shift, location, spatial separation and polarization [1] which determines channel capacity, packet
reliability and network latency [2]. Three approaches have become state of the art: Tap delay models, ray-based
models, and geometry- based stochastic models [3]. This contribution reviews their design, evolution, and valida-
tion methodology [4, 5] and highlights recent advances in this challenging field.

Keywords: radio propagation, multipath components, time-variance, model identification and validation.

[1] A. F. Molisch, F. Tufvesson, J. Karedal, and C. F. Mecklenbrauker: A Survey on Vehicle-to-Vehicle Propaga-
tion Channels, IEEE Wireless Communications Magazine, Special Issue on "On-the-Road" communications,
Vol. 16, No. 6, pp. 12-22, Dec. 2009.

[2] C. F. Mecklenbréduker, A. F. Molisch, J. Karedal, F. Tufvesson, A. Paier, L. Bernado, T. Zemen, O. Klemp,
N. Czink: Vehicular channel characterization and its implications for wireless system design and perfor-
mance, Proceedings of the IEEE, Special Issue on Vehicular Communications, Vol. 99, No. 7, July 2011.
doi:10.1109/JPROC.2010.2101990.

[3] J. Karedal, F. Tufvesson, N. Czink, A. Paier, C. Dumard, T. Zemen, C. F. Mecklenbriuker, A. F. Molisch:
A Geometry-Based Stochastic MIMO Model for Vehicle-to-Vehicle Communications, IEEE Transactions for
Wireless Communications, Vol. 8, No. 7, pp. 3646-3657, July 2009. doi:10.1109/TWC.2009.080753.

[4] P.-J. Chung, D. Maiwald, N. Czink, C. F. Mecklenbriuker, B. H. Fleury: “Determining the number of propa-
gation paths from broadband MIMO measurements via bootstrapped likelihoods and the false discovery rate
criterion — Part [: Methodology,” in Proc. IEEE 2nd International Workshop on Computational Advances in
Multi-Sensor Adaptive Processing (CAMSAP 2007), St. Thomas, U.S. Virgin Islands, Dec. 12—14, 2007.

[5] N. Czink, P.-J. Chung, D. Maiwald, B. H. Fleury, C. F. Mecklenbrduker: “Determining the number of propa-
gation paths from broadband MIMO measurements via bootstrapped likelihoods and the false discovery rate
criterion — Part II: Application,” in Proc. IEEE 2nd International Workshop on Computational Advances in
Multi-Sensor Adaptive Processing (CAMSAP 2007), St. Thomas, U.S. Virgin Islands, Dec. 12—14, 2007.
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Abstract. We will discuss methods to computationally describe the structure and dynamics of biomolecular
complexes. Three main actors play a role in complexation: the biomolecular target (enzyme, receptor), the small
molecule binding to it (inhibitor, agonist) and the solvent in which both are solvated. We will discuss the role of the
individual actors and their influence on the prediction of binding poses. Moreover, their individual contributions
in terms of enthalpy and entropy to the free energy of binding will be discussed. Subsequently, computational
approaches to calculate the free energy of binding will be introduced, together with the use of thermodynamic
cycles. These allows us to calculate relative free energies of binding for different ligands or to differently mutated
proteins using non-physical transitions, which may be described in the context of molecular dynmaics simulations.
Examples of this apporach will be given, showing the insight at a molecular level that may be obtained from the
calculations.
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Introduction. Modern tools for modeling and simulation of complex dynamical systems are based on object-
oriented modeling and maintain component modeling with oriented (“causa” modeling) and non-oriented
(“physical” modeling) components.

Using state machine as a specification of event-driven component behaviour makes changes in algorithm of
building current final system of algebraic-differential equations for “physica” modeling in comparison with
“causal” modeling. For “physical” modeling this algorithm has greater time complexity. In spite of this we suggest
performing a current final system during execution. It allows modeling hybrid systems without any limitation on
type and structure of a local system of algebraic-differential equations.

For embedded systems it is very important providing breakneck computation speed. A possible way of decreasing
model run-time is updating numerical methods. One of the basic auxiliary operations of numerical methods for
solving algebraic-differential equations is solving linear system of algebraic equations. Modern solvers of
algebraic-differential equations based on direct methods for solving linear algebraic systems of equations deal with
general, band and sparse matrices. The list of practically important equation structures is bigger. It is possible to
modify numerical methods for solving algebraic-differential equations taking in account different types of
equation structure.

Modern industrial projects require special technology for debugging and testing. Jumbo size of whole model
hybrid automation allows analysing separate trajectories only. Therefor information about separate trajectory
should be manifold. It may be a list of visited states of total hybrid automation on trajectory and sequence of final
systems, type and structure of final systems, Jacoby matrices values, sequence and results of discrete actions, etc.
Rand Model Designer (www.rand-service.com) developed by MvStudium Group (Ww. nvstudi um com) is
industrial visual environment for designing complex dynamical systems. In comparison with Model Vision
Studium it maintains “causal” modeling event-driven systems, suitable for designing embedded systems, allows
taking in count structure of solved systems, and has powerful instruments for testing and debagging large-scale
models. Rand Model Designer is used in education, economics, ecology, ballistics, in industry for designing ship
simulators.

[1] Ascher UM, Petzold L.R. Computer methods for ordinary differential equations and differential-algebraic
equations, SIAM, 1998.

[2] Breitenecker F., Proper N. Classification and evaluation of features in advanced simulators. Proceedings
MATHMOD 09 Vienna, Full papers CD Volume.

[3] Brown P.N., Hinmarsh A.G. Petzold L.R. Using Krylov methods in solution of large-scale differential-
algebraic systems. Technical report. Numerical Mathematics Group, UCRL-JC-113507, 1993/
(https://conputation.llnl.gov/casc/nsde/ pubs/221215. pdf)

[4] Fritzson P. Principles of Object-Oriented Modeling and Simulation with Modelica 2.1. Wiley-1EEE Press,
2006

[5] E.Hairer, G. Waner. Solving ordinary differential equations II. Springer-Verlag, 1991, 1996.

[6] LiS.,Petzold L. Design of new DASPK for sensitivity analysis. S. Technical Report, Department of
Computer Science, University of California Santa Barbara, 1999.

(www. ¢s. ucsb. edu/ ~cse/ Fi | es/ Li Pet z99. ps)

[7] Pissanetzky S. Sparse matrix technology, Academic Press Inc., 1984.

[8] Rumbauth J., Jacobson 1., Booch G. The unified modeling language. Reference manual. Second edition.
Addison-Wesley, 2005.

[9] Tiller M. Introduction to physical modeling with Modelica. The Springer international series in engineering
and computer science. 2001.
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Abstract. The paper include an overview on Industrial requirements for applying Modelling & Simulation; the
speech consider two different point of view: user needs and M&S evolution, the presentation couple the new
expectations by the users with the potential of enabling technologies and innovative methodologies. Case Studies
related to different projects are proposed as example for providing guidelines in term of identify critical issues as
well as new R&D tracks that are expected to become strategic issues for future developments in this area. The
evaluation of impact of M&S on Industry is presented considering several aspects (i.e. Profitability, quickness,
robustness, competitiveness), in addition the presentation provide a guideline for identify conditions that support
use of M&S in Industrial projects as well as cost drivers and risk/opportunity sources.
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Introduction. Technological systems are getting increasingly important for physical activity monitoring and
assessment in general and for supervising load and performance in mass and elite sport in particular. Miniature
sensors and computing devices are attached to the athletes or integrated into the sports equipment in order to
acquire and process performance or load related data. Ubiquitous computing technologies are thus applied to
implement systems, which provide athletes with feedback information on the quality of the motion just performed.
Moreover, the acquired data may be used in order to adapt the sports equipment to the current needs of the athlete.

Due to the rapid progress in hardware capabilities and the potential of data processing methods, it is expected that
“the emphasis in the future developments will shift to development of intelligent systems that could not only
analyse the data but suggests strategies and interventions” [1]. Moreover, sports equipment will be able to sense
new conditions in the environment and adapt accordingly thus showing the behaviour of adaptive systems.

Recognition and Classification. One main basis of almost any intelligent feedback system or adaptive system is
the successful recognition or classification of patterns underlying the human motion just performed. This analysis
does not only comprise kinematic parameters, but, moreover, also kinetic and physiological data. The figure
illustrates the classification process.
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Different methods and models have proven to be useful for this kind of analysis. In the presentation, a survey of
approaches most commonly applied is given. Pros and cons are discussed with regard to their applicability in
intelligent devices supporting athletes. Practical applications are presented and experiences reported.

Conclusions. There are powerful weapons in our arsenal of computational methods for classification of human
movement and physical activity. The choice of the method finally implemented depends on the type of the
classification task. In particular, the complexity of the computations required and the available computing power
have to be taken into consideration.

Many practical developments are able to differentiate between exercises. In order to provide adequate feedback in
sport, however, often not the exercises are of interest, but a differentiation in execution of the individual exercise
itself. Hence, small nuances have to be detected. This requires a careful training and adaptation of the classifiers
selected.

[1] Baca, A., Dabnichki, P., Heller, M., and Kornfeind, P. (2009). Ubiquitous computing in sports: A review and
analysis. Journal of Sports Sciences, 27 (12) (2009), 1335-1346.
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Introduction. Technology progress in IC design and semiconductor manufacturing has resulted in circuits with
more functionality at lower prices for the last decades. This trend was mostly driven by decreasing the minimum
feature sizes used in the fabrication process. With scaling also the impact of the variations increases. Front end
variability is variability that impacts the devices. Back end variability results from steps creating the interconnects.
Furthermore, it should be distinguished between variations from die-to-die and variations within a die [1]. It is
now interesting in the design process to determine how the known randomness of process parameters influences
the randomness of performance parameters of a system such as delay times and energy consumption. Violations of
required limits of these parameters reduce the yield of the production. System studies in general can only be done
with higher level models which we call behavioral models.

Mathematical model. A special problem in this context is to handle the influence of the intra-die variations on
the parameters of behavioral models. Starting point for this paper is the subsequent problem: We consider two
realizations i and j of the same subcircuit. The parameters (X, X)) that characterize these components are jointly
distributed and described by a cumulative distribution function (CDF) F(x; x;). Then the parameters (Y, Y)) of the
associated behavioral models are also jointly distributed and described by a CDF G(y; y;). All groups of two
subcircuits with the same structure can be described in the same way.

To generate random parameters of behavioural models of two instances on a die, we modify an approach that
bases on [2, 3]. Based on numerical experiments (or measurements), we can determine the matrix of Spearman’s
correlation coefficients (rank correlation coefficients) that characterizes G. Afterwards, jointly standard normal
distributed values can be generated using the corresponding Pearson’s correlation matrix. The results can be
transformed into jointly uniform (0,1) distributed values followed by a transformation to the parameters of the
behavioural models using a Generalized Lambda Distribution approach [4]. Marginal distributions and rank
correlations are preserved [5].

In this way, the random parameters not only of two but of n behavioral models of the same subcircuit structure can
be created. We briefly outline how the approach can be extended if different subcircuits shall be considered in one
circuit.

Examples. Examples were prepared to compare Monte Carlo SPICE transistor level simulations with the results
of Monte Carlo gate level simulations. In the first case, a path of digital gates was investigated. The second
example is an adder structure. In both cases, we were interested in the energy consumption of the circuits.
Furthermore, the path delay or delay was of interest in the first example. The results of SPICE level simulations
and the behavioral gate level simulations are in good correspondence.

Conclusion. The presented approach is a step towards hierarchical statistical modeling of electronic circuits. This
is a problem of high interest if semiconductor technologies move more and more to smaller geometries. The
presented method focuses on the characterization of statistical properties of performance parameters and
parameters of behavioral models. It considers inter-die and intra-die variations. After the characterization of the
subcircuits, information about process parameter variations is no longer necessary. This option makes the
approach attractive for the characterization of libraries of digital cells.

[1] Srivastava, A.; Sylvester, D.; Blaauw, D. Statistical Analysis and Optimization for VLSI: Timing and Power.
Springer, 2005.

[2] Fackler, Paul, L: Generating Correlated Multidimensional Variates. 1999.

Online: http://www4.ncsu.edu/~pfackler/randcorr.ps

[3] Phoon, K.-K.; Quek, S.-T.; Huang, H.: Simulation of non-Gaussian process using fractal correlation.
Probalistic Engineering Mechanics, 19(2004), pp. 287-292.

[4] Karian, Z.A.; Dudewicz, E.J.: Fitting Statistical Distributions:The Generalized Lambda Distribution and
Generalized Bootstrap Methods. CRC Press, 2000.

[5] Lange,A.; Sohrmann, C.; Jancke, R.; Haase, J.; Cheng, B.; Kovac, U.; Asenov, A.: A General Approach for
Multivariate Statistical MOSFET Compact Modeling Preserving Correlations. In: Proc. European Solid-State
Device Research Conference, ESSCIRC 2011, 12-16 September 2011, Helsinki, pp. 163-166, DOI;
10.1109/ESSDERC.2011.6044209
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Motivation. New technologies produce more and more highly complex hybrid systems containing analogue
components next to digital hardware and software. Approximately 80% of today’s Systems on Chip (SoCs) are
mixed-signal chips due to the International Technology Roadmap for Semiconductors (ITRS), 2007 Edition. Most
of their input and output signals, e.g., signals from sensors and to actuators, are still analogue because our world
and how we interact with it is analogue. However, major parts of the systems are mostly digital, circuits for signal
processing and controls, for instance.

Co-simulation of digital and analogue components is normally done by coupling the various parts of a system via
directed signals. Some of these signals may be considered as input signals with respect to the analogue parts,
the others as output signals. Values of these input signals change at discrete points in time. The waveforms
of prescribed quantities caused by these signals are therefore expected to be discontinuous. Usually, a common
approach of most circuit simulators is to replace the steps in the stimulus functions by steep finite slopes. Then the
resulting waveforms are continuous again but huge values in the derivatives of the network variables can be caused
by these steep slopes. They may harm both, the simulation results and the simulation perfomance. Moreover,
during the concept phase of a design process, appropriate rise and fall times of the logic gates’ ouput voltages, for
instance, are not known. Hence, discontinuities in input signals cannot be replaced by steep finite slopes.

Approaches. The determination of consistent initial values after a discontinuity in a forcing function of a pre-
scribed quantity is discussed in a variety of publications. Recent approaches with numerical methods as in [1, 2, 3],
for instance, yield consistent inital values but require that the regarded DAE systems are linear. Then the inital
values can be determined by calculating the step response in the Laplace domain. The approach presented in this
MATHMOD contribution is based on a transformation of the DAE system by substituting the time for a new inde-
pendent variable. This substitution and a tailored function connecting the left- and right-hand limits of the values
of the forcing functions at the discontinuities allow the numerical integration of the non-linear dynamic system be-
tween the events of discontinuities as well as the calculation of consistent initial values after each of these events.
Note that only one DAE system is therefore needed to be set up.

Our method is described by appling it to the net-
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of its prescribed quantities is presented. In contrast to recent approaches, the DAEs of the systems may be non-
linear. For some special cases of DAE systems, generalised formulae for the calculation of the transformed equa-
tion system have been derived.

[1] Barton, P.I. and Galan, S.: Linear DAEs with Nonsmooth Forcing. Technical Report, Massachusetts Institute
of Technology, Cambridge, 2000.

[2] Opal, A. and Vlach, J.: Consistent Initial Conditions of Linear Switched Networks. In: IEEE Trans. on
Circuits and Systems, 37(3), 1990, 364-372.

[3] Reillig, G., Boche, H., and Barton, P.I.: On Consistent Initial Conditions for Linear Time-Invariant Dif-
ferential-Algebraic Equations. In: IEEE Trans. on Circuits and Systems I, 49(11), 2002, 1646—1648.
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Introduction The functional correctness of a component is the guarantee that the component behaves the way
it should and fulfills all the functional requirements of the system. In order to ensure functional correctness of a
component it is necessary to perform a series of rigorous tests on the target device in the appropriate environment
context. Skipping this phase and allowing for a component to be tested based on its design specification, without
an actual hardware implementation, would make a significant contribution to reducing the skill, labor, time and
money required to develop the component.

In this paper we present a novel approach to Functional Safety verification, where we integrate functional tests as
full fledged components into a model based architecture developed using OpenModelica [2]. This model can then
be used to generate a stochastic Bayesian model which in turn can be used to produce a Failure Mode Effect and
Analysis (FMEA) table.

A Combined Modeling Approach We use Bayesian Networks for the specification of risk models that represent
the key factors and their inter-relationships (a qualitative model) with probability distributions based on expert
judgment or from observed data (a quantitative model).

To determine the possible failures of a design we rely on Failure modes and effects analysis (FMEA) [3].

These analysis techniques are integrated into a single tool suite, combined with the OpenModelica modeling tool,
which allows for an intuitive and structured modeling process.

Implementation The proposed tool is implemented in C++ and Matlab is used for the generation of the causal
nodes for the components of the model, which are written in Modelica using the OpenModelica tool. The im-
plementation also relies on the Structural Modeling, Inference and Learning Engine (SMILE) library [1] for the
creation of the Bayesian Network and the companion tool GeNie for visualizing the resulting BN.

Building the network consists of three tasks. The first of these is to identify the variables of importance along with
their possible states. Once these are identified the next task is to identify the relationships between the variables
and to express them through a graphical structure. The third and final task is to obtain the probabilities for the
quantitative part of the network.

The troubleshooting problem in the context of a model can be expressed as follows “Given a set of observations,
which component is the most likely to be faulty?”.

Conclusion and Future Work Using Bayesian Networks for diagnostics in the context of functional safety
verification has both advantages and drawbacks.

A clear advantage is the direct correspondence of the network nodes to the real world components of the ECU.
This simplifies the maintenance of the model.

The use of expert knowledge is also a plus. On the other hand it may become counter-effective when several
experts are involved and a large amount of probabilities has to be elected.

In the near future the implementation will be rendered more portable and stable by replacing the Matlab tool by a
node generation algorithm implemented in C++, which is now under development.

The next step, is to implement fault-tolerant control and diagnosis through a service oriented architecture in a more
complex and realistic system, as opposed to the simplified example used for this paper.

[1] Marek J. Druzdzel. Smile: Structural modeling, inference, and learning engine and genie: a development
environment for graphical decision-theoretic models. In Proceedings of the sixteenth national conference on
Artificial intelligence and the eleventh Innovative applications of artificial intelligence conference innovative
applications of artificial intelligence, AAAI "99/TAAI *99, pages 902-903, Menlo Park, CA, USA, 1999.
American Association for Artificial Intelligence.

[2] Peter Fritzson. Principles of Object-Oriented Modeling and Simulation with Modelica 2.1. Wiley-1IEEE Press,
1., auflage edition, January 2004.

[3] R.E. McDermott, R.J. Mikulak, and M.R. Beauregard. The basics of FMEA. CRC Press, 2009.
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Summary

A key issue in fluid dynamics is the unique definition of the phase-space Lagrangian dynamics char-
acterizing prescribed ideal fluids (i.e., continua), which is related to the dynamics of so-called ideal
tracer particles (ITP) moving in the same fluids. These are by definition particles of infinitesimal
size which do not produce significant perturbations of the fluid fields and do not interact among
themselves. For Navier-Stokes (NS) fluids, the discovery by Tessarotto ef al. (2005-2009) of the
phase-space dynamical system advancing in time the state of the fluid has made possible, in the case
NS fluids, the actual definition of these trajectories. In this paper we intend to pose the problem in the
case of compressible/incompressible Navier-Stokes fluids based on the inverse kinetic theory which
can be developed for their phase-space statistical description (see also accompanying extended paper
[1]). In this paper we report the discovery of a subset of so-called ideal tracer particles (ITP [?])
belonging to Navier-Stokes (NS) fluids which are denoted as thermal tracer particles (TTP). Their
states are found to be uniquely dependent on the local state of the fluid. This means that a suitable
statistical ensemble of TTPs should reproduce exactly the dynamics of the fluid. In other words, it
should be possible to determine the fluid fields characterizing the fluid state by means of suitable
statistical averages on the ensemble of TTPs so that they satisfy identically the required set of fluid
equations. The result applies to NS fluids described as mesoscopic, i.e., continuous fluids, which
can be either viscous or inviscid, compressible or incompressible, thermal or isothermal, isentropic
or non-isentropic. We shall assume that the state of these fluids is represented by an ensemble of
observables {Z(r,7)} = {Z(r,t),i =1,..,n} (with n an integer > 1), i.e., fluid fields, which can be
unambiguously prescribed as continuous and suitably smooth functions, respectively, in Q x I and
in the open set Q x I (in the following to be identified with a bounded subset of R?). We intend to
show that, as a remarkable consequence, the phase-space dynamical system which advances in time
(the states of) these particles can be uniquely prescribed in such a way to determines self-consistently
the time evolution of the complete set of fluid equations characterizing the fluid. This implies that
TTPs must reproduce exactly the dynamics of the fluid. In other words, by means of an appropriate
statistical averages on the ensemble of the TTPs, it is possible to determine the time-evolution of the
fluid state, in such a way that it satisfies identically the required set of fluid equations.

References
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Introduction; background in brief. Finite element analysis (FEA) is a robust and widely exploited 20th-century
approach to the computational approximation of partial differential equations, particularly for continuum mechan-
ics. Geometric morphometrics (GMM), a more recent methodology, blends tools from computer vision and multi-
variate statistics in a toolkit for pattern analysis of shape variation that has been applied extensively in conjunction
with deformable-template methods since 1990, especially within organismal biology and medical imaging. FEA
works by (1) discretizing a body under analysis into a finite number of subdomains, (2) expressing the solution of
the equation (e.g., shifts of the coordinates of the corners of the subdomains) in terms of a linear algebraic system
accommodating continuities and boundary conditions among the subdomains, and (3) solving the resulting system
of equations, which is often a very large one. The deformations are construed as if real, capable of validation by
appropriate instrumentation. For GMM, in contrast, the implied deformations need not be realizable (e.g. a young-
ster’s skull to the same skull twenty years later, or one elderly female’s femur compared to another’s). Rather,
GMM is a praxis for statistical analysis of labelled point locations corresponding to any rearrangement of these
labelled points in two or three dimensions. The typical GMM analysis proceeds by (1) erecting a list or mesh
of homologously labelled points on two or more forms, (2) carrying out an appropriate statistical analysis of the
locations of these points, and (3) visualizing the statistics by a simulated deformation, the thin-plate spline, back
in the plane or volume of the original data. Step 2, the “appropriate statistical analysis,” is usually realized as an
analysis of the equivalence classes of the digitized data configurations under the operation of either the isometry
group or the similarity group, the latter usually referred to as Procrustes analysis.

Rationale. GMM and FEA use the same raw data resources (marked points on internal or external bounding
surfaces of objects of interest), and rely to some extent on the same partial differential equation (the biharmonic
equation). In the absence of any canonical statistical method for finite-element studies, the possibility of a bridge
between GMM and FEA is becoming a focus of active concern in several contemporary biosciences. To oversim-
plify only a little, GMM represents statistics without realism, whereas FEA represents realism without statistics.
When it is organismal form we are studying, or an industrial form produced in indefinitely many copies, there
is variation to be studied or controlled. Because they rely on the same information from nature, then, a fusion
of GMM with FEA may prove capable of managing these information flows in the interest of the society that is
manufacturing the objects or analyzing the organic forms.

Strategy driving this MathMod presentation. As a first step in this fusion, I explore the relation between the
simplest scalar summaries of the two approaches, GMM and FEA, in what is probably the oldest context for
elasticity studies: the uniform cantilever or Euler-Bernoulli beam subject to a load at the free end. In this setting
there is no need for finite-element software, as the resulting deformation is known exactly (the effect on the neutral
filament is a cubic polynomial). To prototype the exploration of GMM—-FEA relationships in general, one produces
arange of these deformations for various combinations of beam geometry and load and studies the patterns relating
the separate GMM and FEA summaries. The central GMM summaries are Procrustes distance (a shape distance)
and Procrustes shape coordinates; the central FEA summary is the strain energy of the resulting deformed beam.

Results. Neither the principal shape coordinates nor any of the other standard GMM statistical summaries cor-
rectly capture the energetics of the realistic Euler-Bernoulli elasticity model. However, when length and height
of the beam are varied under conditions of constant end load, there is exact proportionality between strain energy
and a nonstandard version of one common GMM scalar quantity, the Procrustes length of the deformation. The
requirement that the report be common to the two methodologies (since they are working off the same geometric
data) thus specifies the version of each that is appropriate for the reporting.

Implications. The information overlap between GMM and FEA approaches in this special case may serve as
a prior conjecture in many other situations where geometric parameters are systematically varied in otherwise
homogeneous simulations of empirical deformations. In the present setting, no finite element software was actually
needed, as strain energy could be recovered from the simple kinematics of the load at the end of the beam. In more
general contexts, strain energy will need to be produced as an integral of a functional on the strain tensor over all the
elements of the analysis, and deformations that are less smooth will need to be described by another GMM scalar,
the bending energy, as well as by this standard shape distance. The combination of the two may convey much of
the information about strain concentrations and thereby lead to a good preliminary method for applied statistical
analysis of finite-element computations under conditions of data variability around a realistically sculpted template
(e.g., a femur), a problem for which there does not yet appear to be any suggestion of a standard method.
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E.Szathmary and M.Smith [8] considered non-linear “parabolic” and “hyperbolic’ models of prebiological
evolution of replicating molecules. We show here that population heterogeneity can be a reasonable explanation
for these unusual growth laws. We also consider the model of a community composed of populations that grow
either parabolic or hyperbolic laws. We show that the frequencies of populations in the community follow the
Pareto law and minimize the Tsallis relative entropy (non-additive information gain) at each time moment. Hence,
the general principle of Minimum of Tsallis information gain is the underlying law for evolution of not only
exponential, but also parabolic and hyperbolic selection systems.
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(1960), 1291-99.

[3] Hofbauer, J., and Sigmund, K.: Evolutionary game dynamics. Bulletin of American Mathematical Society, 40
(2003), 479-519.

[4] Karev, G.: On mathematical theory of selection: continuous time population dynamics. Journal of
Mathematical Biology, 60 (2010), 107-129.

[5] Karev, G.: Principle of Minimum Discrimination Information and Replica Dynamics. Entropy, 12 (2010),
1673-1695.

[6] von Kiedrovski, G.: Minimal replicator theory I: parabolic versus exponential growth. Bioorganic Chemistry
Frontiers, 3 (1993), 113-146.
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Introduction In modern working environments, human operators work together with other humans as well as
with technical systems. As technical systems and processes become more and more complex, supporting and
assistance systems can help to increase the performance of the operators and the human-machines-system. This
systems need a detailed understanding about the processes as well as of the operating units, which primarily
involves understanding of interaction between multiple humans and ’intelligent’ technical systems. Both humans
and technical systems are equally referred to as intelligent systems (IS) here.

In this contribution, the interaction comprehension is achieved by the use of cognitive modeling approaches. Most
current cognitive modeling approaches consider a single IS interacting with a dynamically changing environment.
Accordingly, the main idea of this paper is based on the question how to model the complex system and the
related dynamic interactions with more than two interacting IS with individual behavior. Two different solution
approaches are proposed, the Integral Approach and the Empathy Approach.

Cognitive modeling of multiple individuals It is well known from psychology [2] that humans work with so-
called mental models. The effect is to reduce the complexity of human interaction with the outside world by
assuming constants in the structure of the outside world, which allows the prediction of the future based on those
already known and experienced constants with a known structure. This leads to a knowledge-guided interaction
behavior based on the use of the human cognition by cognitive functions, procedures, and routines. Within the
contribution, cognition is based on the assumption of individual perception, awareness, and the individual ability
to store, handle, and combine information. Here, a system showing this behavior is understood as an individual
due to internal learning mechanisms in combination with an individual knowledge base which contains the mental
model (refer to [1]).

In order to formalize the mental model for the use in cognitive technical systems, the Situation-Operator-Modeling
(SOM) (refer to [3]) is applied. Within the SOM approach the processes in the real world are considered as
sequences of scenes and actions, which are modeled as situations (time-fixed description of the considered system
or problem) and operators (changes within the considered system), respectively.

Modeling Approaches Accordingly, in the ’Integral Approach’, an integral and global perspective of all inter-
acting IS and the environment is applied. This global perspective leads to an uniform description of all available
aspects of the involved IS and the environment. The Integral Approach allows a global comprehension of the
situation to be modeled. This requires all perceived information to be transfered between the involved IS immedi-
ately and without errors to constitute a global model, which is part of and synchronized between the involved IS.
Accordingly, all involved IS contribute to the same shared mental model. However, if the synchronization is not
possible due to communication problems, this approach will not work.

The second approach is based on the individual and distributed perspectives of each involved IS, so the approach
is denoted as ’Empathy Approach’. In contrast to the Integral Approach, only the perceptions of the specific
IS are considered when refining the individualized mental model. In this case, error-free communication (or
communication at all) is not a requirement since each IS uses an individual model for the situation. This individual
model is not shared with other IS, and the learning process is limited to the single IS. The knowledge base of the
IS does not contain complete information about the others, only what is perceived from their (interaction) behavior
and communicated by them.

Application Example The example to illustrate both proposed modeling approaches is taken as an advanced
highway traffic scenario. Here, multiple vehicles and their human or technical intelligent drivers interact on a
highway. If it is possible to model the traffic situation with the proposed cognitive approaches, the complexity of
the traffic situation can be estimated by modeling the behavior of the drivers. This enables a supervision system to
predict traffic behavior.

[1] E. Ahle and D. Séffker. Interaction of intelligent and autonomous systems — part 1: Qualitative structuring of
interaction. Mathematical and Computer Modelling of Dynamical Systems, 14(4):319-339, 2008.
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[3] D. Soffker. Systemtheoretische Modellbildung der wissensgeleiteten Mensch-Maschine-Interaktion. Berlin:
Logos Wissenschaftsverlag, 2003. Also: Habilitation Thesis, Univ. Wuppertal, 2001.
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The formation control and team behaviour simulation problems are significant items in modern agenda of optimal
control and game theories [1,2]. The problems include a wide range of statements modelling real-time interaction
of teams with finite membership.

The motion of participants of common movement may be treated in terms of system trajectories reflecting state,
spatial, conceptual and organizational structures, results of observation and management. Participants may change
their positions in accordance with consequent control decisions, step-wise formed on a symmetrical and discrete
positional grid. Hence the common interaction may be split into multiple layers of respectively independent
processes for couples of symmetrical systems.

The problem under consideration in the paper is connected with trajectory planning for the team of objects
constrained in dynamics and overcoming nonconvex, disconnected obstacles under coordinated control. Research
is partly motivated by applications in navigation and net tracing, where practical problems may be stated as
geometrical, even planar ones. The crucial point for trajectory planning algorithms design is choice of adequate
information structure. The requirement is to describe regularly complex circumstances with multiple obstacles and
routes of team motion in case of objects limited in perception and conflicting interests.

A wide range of situations allows imbedding restrictions of object dynamics and observation in uncertainty of state
position. Then the analysis of tubes of admissible trajectories is possible via guaranteed approach. It was shown in
[3], that a priori choice of optimal tube and parameter approximation of obstacle are symmetrical problems. The
structural symmetry and duality of problem statements and solutions for conjugate systems are essential properties
in the optimal control theory under uncertainty. The duality property for control problems with set-membership
description of disturbances and integral or extremal performance index [3] have been investigated on the base of
operator presentation.

The possible application of results on duality of guaranteed estimation and control problems for the route design
and choice is considered. Algorithms realizing coordinated control are based on separation property in problems of
ensured control and estimation [4].

The triple C= (i){X,P,Q} is called a hierarchical (i)-system if the following components are included.

1) Topological region X = {X|Sc}. Here XcV and Sc= {cc,rc| ec} is a polar coordinate system.

2) Graph of organizational structure P={P,P}. Here P={(i-1)C.m } and P={(C,C*)}<PxP is a binary relation.
3) Border approximation. Q ={Q, Q}; Q={q=Ly} lists Sc-ordered couples of links @, Q is a structure matrix.

Presented model provide unified descriptions of organizational structure, trajectories and geography. Symmetry of
hierarchical (i)-systems allows to describe complex shape of shoreline in advance as a solution of ensured
estimation problem. Quality is evaluated by extremal induces. Then choice of trajectories may be interpreted in
terms of control problem. Separation property of ensured control/estimation problems allows to split
algorithmically procedures of coordinated control.

Research was partly supported by Russian Foundation for Basic Research (project Ne 09-01-00223) and the
Collaboration Programme in fundamental research of Ural and Siberian Branches of Russian Academy of
Sciences "Qualitative and numerical analysis of evolution equations and control systems".
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Introduction. The complexity of many computing system functionalities is nowadays abruptly increasing. To
give just one example, consider the Linux scheduler. In the Kernel version 2.4.37.10 (September 2010) all of its
code was contained in a single file of 1397 lines. In version 2.6.39.4 (August 2011) the scheduler code is spread
among 13 files for a total of 17598 lines. Other examples could be given, but are omitted for space limitations.

Indeed, when such “explosions” are experienced, the overall design approach is to be somehow reconsidered.
Observing the matter from a modelling-oriented standpoint, and not limiting the scope to the scheduler example,
it can be noticed that hardly any computing systems functionality has been conceived and developed based on a
dynamic model of some physical phenomenon to be controlled.

In the scheduler case, to stick to the example, the phenomenon is how the CPU is distributed among the running
tasks, depending on control actions (the allotted timeslices) and exogenous disturbances (task blockings, resource
contentions, and so on).

The situation just sketched has quite clear historical reasons. Suffice to say that, while in any other context con-
trolled objects can be modelled based on physical (first) principles, this is not the case for computing systems,
because there the “physics” is created by the system designer him/herself.

In the absence of a modelling framework, system design is carried out directly in an algorithmic setting, leaving
the engineer without any means to assess its behaviour in the sense that term is given in the system and control
theory domain.

While such a scenario could to date be tolerated, given the mentioned complexity rate increase, it cannot be assured
that said tolerability will carry over to the future.

In fact, as “more physics” is created, the absence of a rigorous dynamic description of it may sooner or later
pose intractable problems as for its governance. As a consequence, rigorous — and possibly simple — modelling
frameworks to ground system design upon are needed.

Paper outline. The main message this paper wants to convey, is that if one accepts to re-design part of said
system, such a framework can be found by (usefully) limiting the model scope to describing the real physical
phenomenon on which the addressed aspects of the system behaviour depend. If this is done, surprisingly simple
formalisms can be used—a noticeable example indeed of process/control co-design, and a relevant step forward
with respect to previous research as presented e.g. in [1] and in the various papers quoted therein.

This paper concentrates on the modelling side of the problem, by showing the ideas above at work. Some words
are spent on the consequent advantages in terms of system (and control) design, providing some examples based
on parallel research on the matter such as [2], leaving however a deeper treatise to other works centred more on
control than on modelling.

[1] Joseph L. Hellerstein, Yixin Diao, Sujay Parekh, and Dawn M. Tilbury. Feedback Control of Computing
Systems. Wiley, September 2004.

[2] Alberto Leva and Martina Maggio. Feedback process scheduling with simple discrete-time control structures.
Control Theory Applications, IET, 4(11):2331-2342,2010.
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Introduction. Clustering algorithms are the basic tools for solving pattern recognition or data mining problems.
The most popular iterative clustering algorithm is the K-means. The basic idea behind the K-means algorithm is to
divide a given set of vectors into subsets around the central points (class prototypes). In the case of the K-lines
clustering algorithms vectors are partitioned into K subsets by using the central lines in the n-dimensional feature
space. The proposed K-lines clustering is based on minimizations of the CPL criterion functions.

Content. Data mining tools are used for transformation of data sets into needed information [6], [7]. Such tools
are commonly used in a wide range of applications, such as marketing, forecasting, fraud detection or scientific
discovery. Data mining can be viewed as a process of extracting hidden and possibly useful patterns or models
from a given data set. The term patterns could mean regularities, such as trends, association rules or dependencies
in an explored data set.

Clustering algorithms belongs to the most powerful tools of data mining. The most popular iterative clustering
algorithm is the K-means [1], [6]. The basic idea in the K-means algorithm is linked to partitioning of a given set C
of m vectors x;[n] (xj[n]€R") into subsets Cy around the central points (class prototypes) my[n] (m[n] € R") which
had been computed (defined) earlier. In the next step, the central points my[#] are modified in accordance with the
subsets Cy. These steps are repeated until the central points my[n] are stabilized in the successive steps.

Modifications of the K-means algorithm into the K-planes algorithm are based on computations of the central
planes Py for particular subsets Cy instead of the central points my[#n]. In accordance with the work [4], the central
plane Py that minimizes the sum of the squares of the L* (Euclidean) distances to m points xj[n] in the subsets Cy
is computed. The proposed solution can be achieved by using singular value decomposition (SVD) algorithms.

The K-planes algorithm based on the central planes Py that minimize a special type of the convex and piecewise
linear (CPL) criterion function ®(w[n]) (w[n]€R") defined on feature vectors x;[n] from subsets Cy has been
proposed in the work [5]. The basis exchange algorithms which are similar to linear programming allow to find the
minimum of these CPL function ®@(w[n]) efficiently, even in case of large, multidimensional data sets [3].

The K-lines clustering algorithm is described and analyzed in the presented work. The K-lines algorithm can be
treated as a special case of the K-planes algorithm and is based on computations of the central lines [ for
particular subsets Cy. The minimization of the modified CPL criterion function W (w[n]) allows to compute
efficiently the central line I\ for the subset Cy.

[1] Bobrowski L., and Bezdek J.C.: C-means clustering with the L; and L., norms. IEEE Transactions on Systems
Man and Cybernetics, 21(3), 1991, 545-554.

[2] Bobrowski L.: CPL clustering based on linear dependencies. In: Proc. MATHMOD 2009, Vienna, 2009.

[3] Bobrowski L.: Design of piecewise linear classifiers from formal neurons by some basis exchange technique.
Pattern Recognition, 24(9), 1991, 863-870.

[4] Bobrowski L., and Lukaszuk T.: Relaxed Linear Separability (RLS) Approach to Feature (Gene) Subset
Selection. Selected Works in Bioinformatics, Xuhua Xia (Ed.), INTECH, 2011, 103-118.

[5] Bradley P. S., and Mangasarian O.L.: K-plane clustering. Journal of Global Optimization, 16, 2000, 23-32.

[6] Duda O.R., Hart P.E., and Stork D.G..: Pattern Classification. J. Wiley, New York, 2001.

[7] Hand D., Smyth P., and Mannila H.: Principles of Data Mining. MIT Press, Cambridge, 2001.

[8] Wu T.T., Chen Y.F., Hastie T., Sobel E., and Lange K.: Genome-wide association analysis by lasso penalized
logistic regression. Bioinformatics, 25(6), 2009, 714-721.
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Introduction The reduced basis method is a model reduction technique for parametrized PDEs approximating
the parameter-dependent solutions to the PDE in a low dimensional space. This reduced space is constructed by
“snapshots” of high dimensional discrete solutions for selected parameters and is usually built up in advance in
a costly offline phase. The space is suited to approximate well solutions for all parameters in a given parameter
domain.

We propose a new approach where the reduced approximation space is constructed rapidly online using a set of
precomputed reduced basis entities. As this reduced space is locally adapted it can be of small size. This results in
a more efficient online simulation and an overall faster online phase. Furthermore we are flexible in the control of
the approximation error and can assure the fulfillement of an approximation accuracy requirement. Our problem
setting is a general discrete linear parameter-dependent evolution equation

LT (W) = LR () + Atk () (1)

with discrete solutions u (1) := uy(t*, 1) stemming from a discrete high dimensional function space Xj at time
steps t* = kAr with 1 < k < K and initial condition ug( W) = up. Similar methods have been proposed in [1, 2] in
the setting of dynamical systems using a POD model order reduction. An approach that also makes use of single
precomputed bases for individual parameters in the framework of Krylov-subspace methods is [3].

New method for online basis construction During the preparing offline phase we construct a “dictionary” of
reduced bases 7 = {b,|1 < e < E} consisting of entities b, := (P,, it,) where the i, € A stem from a given set
of parameters .#y. The entity bases @, contain precomputed POD-modes of the detailed solution trajectories to
the high dimensional evolution scheme (1) for all parameters u, € .#.

Based on this dictionary of bases we construct in the online phase for a given parameter p* a local reduced basis
®(u*) spanning up a locally adapted reduced space Xy = span®(u*). This online construction is done iteratively
by selecting and combining the next “nearest” entities to u* from the dictionary & using a rapidly evaluable
distance function d(u*,b,). We present and compare four different distance functions. An online-POD assures the
linear independence and orthogonality of all basis functions in the newly constructed basis.

In order to conduct rapid online simulations we perform a Galerkin-projection of (1) onto the newly generated
local reduced space Xy = span(®(u*)) and solve the resulting low dimensional evolution scheme. The assembling
of this low dimensional evolution scheme can also be done rapidly online by using precomputed projections of the
operators.

Numerical experiments show that this new method of online constructed reduced bases outperforms the standard
RB approach concerning online simulation time and approximation errors.

Summary We present a new online basis enrichement procedure for the reduced basis method in case of evolu-
tion equations, where instead of using a reduced space suited for the whole parameter domain we construct in the
online phase for a given parameter a local reduced space using precomputed basis entities. As the so-constructed
reduced space is locally adapted, it can be of smaller dimension than the reduced space in standard RB-methods.
Hence, the online complexity is lower and online simulations are faster. Another advantage is the flexible control
of the desired approximation error. If the dictionary contains sufficiently many precomputed bases, we can assure
the fulfillment of any approximation error requirement, which is not the case in standard-RB where the fulfillment
of the error tolerance can only be assured on a limited set of training parameters used during the basis construction.

[1] D. Amsallem and C. Farhat. An online method for interpolating linear parametric reduced-order models.
SIAM J. Sci Comp, 33, No.5:2169-2198, 2011.

[2] U. Baur, C. Beattie, P. Benner, and S. Gucercin. Interpolatory projection methods for parameterized model
reduction. SIAM J. Sci Comp, 33 No0.5:2489-2518, 2011.

[3] B. Lohmann and R. Eid. Efficient order reduction of parametric and nonlinear models by superposition of
locally reduced models. In Methoden und Anwendungen der Regelungstechnik. Erlangen-Miinchener Work-
shops 2007 und 2008, pages 27-36. Shaker Verlag, Aachen, 2009.

27



F. Breitenecker, 1. Troch - Preprints MATHMOD 2012 Vienna Abstract Volume

REMODELING OF DYNAMICAL SYSTEMS TO BENEFIT NUMERICAL
SIMULATIONS

A. Steinbrecher
TU Berlin, Germany

Corresponding author: A. Steinbrecher, Institut fiir Mathematik, TU Berlin, Strasse des 17. Juni 135,
10623 Berlin, Germany, steinbrecher@math.tu-berlin.de

Introduction. Differential-algebraic equations (DAEs) are essential tools in the modeling of dynamical pro-
cesses. For instance, the dynamical behavior of mechanical systems, electrical circuits and many other are often
described by DAEs, in particular, of quasi-linear structure.

It is well known that the numerical treatment of DAEs is nontrivial in general and more complicated than the one
of ordinary differential equations (ODEs). A classification of different types of DAEs lead to the development of
several (independent) index concepts. As a rule of thumb, the higher the index of a DAE is, the more complicated
is its numerical analysis and its numerical integration. A way out of this dilemma of a higher index is a remodeling
of such dynamical systems, i.e., a regularization of such classes of DAEs.

In this article we present a regularization method for quasi-linear DAEs of the form

E(x,t)% = k(x,t), @)

on the domain I = [£,7,] with initial values x(¢)) = x, € R",where £ € €(R" x LR"") and k € ¢ (R" x I,R").
Furthermore, x : I — R” represent the unknown variables.

Remodeling of Dynamical Systems. In general, additionally to the constraints explicitly occurring in the DAE
the solution of higher index DAE:s is restricted by so called hidden constraints. Those constraints are hidden in the
DAE, i.e., they are not explicitly stated as equations. These constraints impose additional consistency conditions
on the initial values and provoke severe difficulties in the direct numerical integration of DAEs of higher index.

In this article we investigate a remodeling of a dynamical system modeled with a quasi-linear DAE (1) to benefit
its numerical simulation. Such a remodeling should end in a semi-implicit DAE of the form

E (x,t)x =k (x,t), 0=k, (x,t) )

with a full-rank leading matrix function £, and where all constraints have to be stated in explicit form, i.e., no
hidden constraints exist.

In this article we present an iterative procedure as a tool for the analysis of quasi-linear DAEs (1). This procedure
determines in each iteration step a semi-implicit DAE of the form (2), where the index is lowered by one from
each iteration step to the next. Furthermore, the number of differential equations decreases while the number of
constraints increases. After the successfully termination of the procedure one obtains a so called strangeness-free
form (2) with a full-rank leading matrix function £, and where all constraints have to be stated in explicit form.
This strangeness-free form (2) is equivalent to the original DAE (1) in the sense that both have the same solution
set.

Numerical Approach. The strangeness-free formulation (2) is suited and preferable for the numerical integra-
tion using stiff ODE solvers like implicit Runge-Kutta methods or BDF methods.

The strangeness-free formulation (2) corresponds to the DAE system consisting of the set of all hidden constraints
together with a selection of the original DAE (1) by use of a dynamical selector. On the other hand, the overde-
termined DAE system consisting the (unselected) original DAE and all hidden constraints has the same solution
set as the strangeness-free formulation (2). Therefore, it is possible to use adapted numerical integration schemes
directly based on this overdetermined DAE system instead of the strangeness-free formulation (2). In Section 3 of
this article we present the basic idea to integrate such overdetermined DAE systems.

Conclusion. We present a procedure as general tool for the regularization of quasi-linear DAEs of an arbitrary
index. This procedure regularizes the quasi-linear DAEs by an iterative lowering of the index while maintaining
all (hidden) constraints. The procedure ends with the strangeness-free form of the quasi-linear DAE which can be
used as basis for numerical simulations or further numerical investigations of the dynamical system.

Furthermore, the basic idea to simulate such systems in an efficient and robust way is discussed and illustrated by
an example using the software package GEOMS.

[1] Steinbrecher, A. Analysis of quasi-linear differential-algebraic equations. Technical Report 11-2006, Institut
fiir Mathematik, Technische Universitdt Berlin, Berlin, Germany. 2006.

[2] Steinbrecher, A. Deflating type regularization method for quasi-linear differential-algebraic equations. Tech-
nical report, Institut fiir Mathematik, Technische Universitét Berlin, Berlin, Germany. In preparation.
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Introduction. This work is presenting a way for examining the accuracy of Finite Difference (FD) methods for
computing parameter sensitivities of badly-scaled DAE systems. Due to their simple implementation, FD methods
are commonly favoured especially when the underlying mathematical function is a hard-coded sophisticated sim-
ulator. Nevertheless, FD methods impose serious numerical problems if FD step sizes and solver tolerances w.r.t.
the order of the FD scheme are not ideally selected. Judging the precision of the resulting parameter sensitivities
is practically difficult.

Methods. An alternative for computing parameter sensitivities is to employ the direct method. This method is
realized by direct numerical integration of the sensitivity equation system. Such systems are of high dimensions
and direct integration can become inefficient from a runtime performance point of view. Nevertheless, the accuracy
of the computed parameter sensitivities is controlled by the underlying solver. Common methods which utilize the
structure of sensitivity equation systems exist. A modification of the method of Dickinson is employed [1]. Addi-
tionally, further significant runtime improvement is achieved by Automatic differentiation techniques for providing
efficient representation of sensitivity equation systems. With the availability of powerful Automatic Differentiation
(AD) tools for equation-based simulation languages like ADModelica [2, 3], there is a new possibility to examine
step sizes of various FD schemes, solver tolerances and the resulting precision for realistic large scale examples.
This can be done by comparing numerical parameter sensitivities with highly precise analytical solutions using
direct integration of sensitivity equation systems generated by AD techniques.

Results. Based on a typical biochemical reaction network model, a benchmark for comparing the accuracy of
the presented common methods is performed. It is shown with a realistically sized example that FD methods are
actually more critical than usually assumed. This study encourages the employment of analytical techniques for
computing parameter sensitivities of large-scale DAE-systems whenever possible, especially if accurate results of
high-precision are effectively important.

[1] Dickinson R. and Gelinas, R.: Sensitivity analysis of ordinary differential equation systems - a direct method.
Journal of Computational Physics, (1976) 21, 123-143.

[2] Elsheikh A. and Wiechert W.: Automatic sensitivity analysis of DAE-systems generated from equation-based
modeling languages. In Advances in Automatic Differentiation, (2008) 235-246.

[3] Elsheikh A., Noack, S. and Wiechert, W.: Sensitivity analysis of Modelica applications via automatic differ-
entiation. In Modelica?2008: The 6th International Modelica Conference, (2008).
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Introduction. Lightweight structures can nowadays be stiffened efficiently by means of glued and embedded
timber-glass composite panes. So far, glass has been mainly a filling building material. But a novel construction
principle enables load transfer of horizontal forces via vitreous shear areas and compression diagonals within the
glass. Hence, conventional stiffening methods such as wind bracing become dispensable [1].

In this talk we shall analyze the stability of the stiffening glass pane. This is one of the most important proofs
within the sizing of stiffening timber-glass composite panes, and it presupposes the identification of the glass
panes buckling coefficient. Due to the superposition of two bearing mechanisms (block setting and glueing) within
one pane, the buckling coefficients — amongst others depending on the way of load application — have to be
superimposed too. But while the stress tensor within the pane is a linear combination of the two applied forces, the
buckling coefficient and therefore the buckling load is not a linear function of the critical compression force and
the critical shear force. Hence, the related eigenvalue problem for the pane buckling has to be solved numerically
for each pair of applied forces. To simplify the situation in real applications, the superimposed buckling coefficient
can be approximated by the Dunkerley straight line, which is a linear interpolation between the coefficients of
critical compression and shear forces.

First we present a numerical study of the accuracy of this approximation. Then we give a mathematical proof that
the Dunkerley straight line represents a conservative estimate for the buckling coefficients in the present problem.
So far, this fact was assumed to be known and “obvious”, but a rigorous justification was missing.

Results. In this talk we first present a PDE model (based on linear elasticity) for the stress tensor within the
glass pane and the eigenvalue problem for buckling of the pane. These two equations (in weak formulation) are
then solved subsequently with the software COMSOL, i.e. the computed stress field is an input coefficient for the
eigenvalue problem of the plate equation. We are interested in the critical load that implies buckling, and it is
determined by zero becoming an eigenvalue of the plate equation.

The maximum load is a non-linear function of the pressure and shear forces applied at the boundary of the pane. To
provide a simplified analysis for the practitioner, we prove that the Dunkerley straight line represents a conservative
estimate for superimposed buckling coefficients and therefore for the critical buckling load. This mathematically
rigorous proof is based on an application of the generalized Dunkerley theorem for eigenvalue problems [3].

Here we extend our work from [2] by also including a uniform transversal load on the glass pane (e.g. due to wind
forces or isochoric pressure within insulated glass). We shall assume small deflections of the pane (w.r.t. the glass
thickness). Hence, the von Karméan plate equations become decoupled. In this linear regime, it turns out that the
critical buckling loads are independent of the transversal force.

[1] Hochhauser, W.: Ein Beitrag zur Berechnung und Bemessung von geklebten und geklotzten Holz-Glas-
Verbundscheiben, PhD-thesis: TU Wien, 2011.

[2] Neumann, L., Arnold, A., and Hochhauser, W.: Zur Stabilitit von geklebten und geklotzten Glasscheiben:
Beurteilung der Dunkerley schen Geraden zur Beulwertbestimmung, submitted 2011.

[3] Tarnai, T.: Summation theorems concerning critical loads of bifurcation, pp. 2358 in Structural Stability in
Engineering Practice (L. Kollar ed.), Taylor & Francis, London, 1999.
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Introduction. For the control of linear distributed-parameter systems a lot of well-known concepts belong to the
class of modal control, e.g. independent modal space control. For these concepts knowledge of the modal states
of the system is mandatory, at least for the modes targeted for control. As an approach to extract the modal states
from a set of measurements the implementation of modal filters was proposed as an alternative to state estimation
via Luenberger observers, see [1], to address the problem of observation spillover caused by unmodeled dynamics.

Although the design of modal filters is not restricted to this class of problems, in the following, it will be referred to
mechanical structures in order to illustrate the properties of the modal filters in concrete physical terms. In general,
two approaches can be distinguished. The first approach uses spatially distributed sensors, e.g. piezoelectric films,
realizing the filter properties through spatial shaping of the sensors. The second approach uses an array of discrete
sensors, e.g. accelerometers or piezoelectric patches. In this context, the term discrete refers to sensors that are not
tailored to be sensitive for a specific mode shape and cover only a small fraction of the structure.

In the second approach, which is investigated in this contribution, modal filtering is accomplished by a weighted
sum of the single sensor outputs. The corresponding design problem involves the choice of proper weighting
coefficients and locations for the elements of the sensor array. There are several methods to determine the weighting
coefficients for a given set of sensors, including matching measured frequency response functions of the sensor
array to desired shapes, see [3], and the method described in [1] where interpolation of the discrete measurements
in conjunction with the orthogonality properties of the mode shapes is utilized. As for the sensor locations, besides
using an equally spaced grid, various optimization methods, mainly based on finite dimensional models, are used
to minimize observation spillover or the deviation from a desired frequency response function, see [2].

Contribution. In this contribution design guidelines for the use of the given degrees of freedom, e.g. sensor
locations or geometry, are developed from examining the system of equations associated with the problem of
transforming the measured outputs to a set of modal outputs. As the distributed-parameter systems under consid-
eration exhibit an infinite number of mode shapes it will in general not be possible to obtain exact modal filtering
with a finite number of discrete sensors. Thus, approximations containing a finite number of consecutive modes
are considered. Consecutive, in this regard, refers to the frequencies associated with the mode shapes. This setup is
reasonable since for a subsequent controller design one is in general interested in controlling modes in a specified
frequency range. The design criterion utilized is to obtain filters that are exact for a maximum number of these
consecutive modes. For the implementation of the proposed approach to the design of modal filters only informa-
tion about a finite number of mode shapes and the corresponding frequencies along with accurate models of the
behavior of the sensors are needed.

To illustrate the application of the given design guidelines two examples are considered. The first one being
a cantilever beam with laminar piezoelectric sensors. In this case the sensor topology can be obtained without
further optimization as long as the sensors are identical with respect to their dimensions and material properties
and the number of sensors equals the number of modal coordinates to be observed. As a second example a simply-
supported plate with point measurements of the displacement profile is considered. This configuration is used to
demonstrate a case where the conditions on the sensor locations change according to the problem statement, namely
the number of targeted modes, and where there are still degrees of freedom left for a subsequent optimization. In
addition the use of equally spaced grids is discussed.

The proposed procedure yields design rules easy to apply, especially in cases where the number of sensors equals
the number of modes to be observed. It is a clear advantage that, regarding the structure under consideration, only
information about the mode shapes and, for an adequate ordering of the modes, the corresponding frequencies are
needed. Another advantage is the possibility to handle various types of sensors within the same framework.

[1] L. Meirovitch and H. Baruh. The Implementation of Modal Filters for Control of Structures. Journal of
Guidance, Control, and Dynamics, 8(6):707-716, 1985.

[2] C.C. Pagani Jr and M.A. Trindade. Optimization of modal filters based on arrays of piezoelectric sensors.
Smart Materials and Structures, 18(9):095046, 2009.

[3] A. Preumont, A. Frangois, P. De Man, and V. Piefort. Spatial filters in structural control. Journal of Sound
and Vibration, 265(1):61-79,2003.
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The geometric programming (GP) problems arise in a wide variety of scientific and engineering applications,
specially in engineering design, economics and statistic, manufacturing, and chemical equilibrium. In many en-
gineering and scientific applications, a real-time solution is often desired. It is of great interest to develop some
neural network models that could provide a real-time online solution for the GP problem.

We start with two classes of functions, monomials and posynomials. A monomial is a real valued function F of x
with the form F(x) = ex{'x5%...x%, where ¢ > 0, and a; € R. A posynomial is the sum of one or more monomials,

namely F(x) = Y& | cpx(x5%...x5"%, where each ¢ is positive. A GP is an optimization problem of the form

minimize F(x) (1)

subject to
Fx) <1, (k=1,...m), ()
Gp(x)zla (p:17a1)7 (3)

where Fis are posynomials for k = 0,...,m and all G,s are monomials. Using logarithmic transformation of the
variables x;, w; = logx; (so x; = ")) the above GP problem is transformed into a convex optimization problem as

minimize logFy(e") )
subject to

logFy(e") < 1, (k=1,...,m), 5)

logG,(e")=1,(p=1,...,1). (6)
In order to solve (4)-(6), we consider a general form of nonlinear convex optimization problem as following

minimize f(w) @)
subject to

g(w) <0, @®)

h(w) =0, €
where w € R", f: R" — R, g(w) : R" — R", the functions f,gi,...,gx, are assumed to be convex and twice

differentiable, h(w) = Aw — b, A € R"™" rank(4) =1, (0 <! < n) and b € R'. It is well known (see Bazaraa et al.
1993) that w* € R" is an optimal solution (KKT point) of (7)-(9) if and only if there exist u* € R" and v* € R!
such that (w*T,u*T v*T)T satisfies the following KKT system

w0, g(w) <0, ulg(w)=0,
V£ (w*) +Vew")Tu* +Vh(w*) v =0, (10)
h(w*) =0.
The aim is to construct a continuous-time dynamical system (recurrent neural network) that will settle down to the
KKT point of the problem (7)-(9). A dynamic model for solving (7)-(9) and its dual is proposed as following

dw

—r =~ (VW) + Ve(w)" (u+g(w))* + Vh(w)"v), (11)
% = (utgw)" —u, (12)
% = h(w). (13)

It is shown that y* = (w*T, u*T ,v*T)T is an equilibrium point of (11)-(13) if and only if y* is a KKT point of (7)-(9).
The proposed model is also proved to be Lyapunov stable by constructing a suitable Lyapunov function and the
solution trajectory can converge globally to an optimal solution of the original GP problem. This neural network
model has been successfully used for solving minimax problems (See Nazemi (2011)).

[1] Bazaraa, M. S., Sherali, H. D., and Shetty, C. M. Nonlinear Programming- Theory and Algorithms. 2nd ed.
New York: Wiley, 1993.

[2] Nazemi, A. R. A dynamical model for solving degenerate quadratic minimax problems with constraints.
Journal of Computational and Applied Mathematics, 236 (2011), 1282—1295.
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Errors—in—Variables (EIV) models refer to a stochastic environment where both the input and the output measure-
ments of a process are affected by errors, modeled as additive noises [4]. The identification of a process in this
context is usually oriented to the solution of diagnostic or filtering problems. In the second case the identification
problem is not limited to the estimation of the model parameters but requires also the estimation of the covariance
of the additive noises. The most simple EIV environment describes the measurement errors as mutually uncorre-
lated white processes, uncorrelated also with the (unknown) noiseless input and, consequently, with the noiseless
output sequences. This context constitutes an extension to the dynamic case of the scheme introduced by Ragnar
Frisch in 1934 and is thus known also as dynamic Frisch scheme [2].

The identification procedures that have been developed for this context have been strongly influenced by the work
of Kalman on estimation schemes and are, in most cases, based on the properties of the sample covariance matrix
of the observations, X. This approach has many advantages like computational efficiency and the possibility of
defining a locus of admissible solutions, .(X), in the noise space where the solution of the identification problem
can be selected by minimizing a suitable cost function [2]. Moreover, the properties of the data covariance matrix
define a unitary framework where other identification procedures can be encompassed. On the other hand, the
solutions defined by the locus . (%) derive from algebraic properties of X that are not associated with correspond-
ing properties of the system that has generated the noiseless data, with the only exception of the point defined by
the true noise variances that can be discriminated, in all cases concerning real processes, only by introducing cost
functions.

An alternative approach that fits very well the EIV context can be developed by considering a behavioural de-
scription for the process. In fact, in the EIV environment, the observed sequences u(-), y(-) can be seen as a non
regular trajectory v to be decomposed, for solving the identification problem, into the sum of a regular trajectory
v defining the behaviour of the deterministic part of the process and into a stochastic one ¥ [3]. Approaches of
this kind, that are based on the total least squares concept, allow to identify the whole EIV model (parameters and
noise variances) only when the noise covariance matrix is a priori known up to a scalar factor. This is true also for
maximum likelihood (ML) identification procedures.

The approach proposed in this paper is based on the optimal solution of the EIV interpolation problem, i.e. the
problem of partitioning v as ¥+ ¥ when the EIV model is known [1]. In fact, the availability of a procedure for the
optimal extraction of a regular trajectory from a noisy one, allows to devise a complete identification procedure,
formulated as an optimization problem, once that a suitable criterion to discriminate different decompositions is
introduced.

The extraction from the noisy observations of the optimal estimation of the noiseless data allows introducing
selection criteria unavailable in covariance—based approaches. The criterion considered in the paper, for instance,
is based on a condition that is assumed as satisfied in all traditional approaches, i.e. the orthogonality of ¥ and v. A
drawback of behavioural EIV identification procedures concerns their heavier computational burden; the procedure
proposed in the paper has limited this problem by taking advantage of the properties of the locus of solutions of
the Frisch scheme, .7 (X). Computational efficiency, however, is not the primary goal of the considered approach
whose possible advantages concern its large flexibility and possible extension to the case of mutually correlated
and/or colored noise sequences as well as easy implementation for multivariable processes. A development of the
considered approach that will also remarkably improve its efficiency will concern the application of optimal EIV
filtering instead than interpolation algorithms [2].

Some Monte Carlo simulations have been performed on relatively short sequences of data (50, 100 and 200 sam-
ples); these simulations have shown a good degree of robustness and have led to accurate estimates of both model
parameters and noise variances.

[1] Guidorzi, R., Diversi, R., and Soverini, U. (2003). Optimal errors—in—variables filtering. Automatica, 39(2),
281-289.

[2] Guidorzi, R., Diversi, R., and Soverini, U. (2008). The Frisch scheme in algebraic and dynamic identification
problems. Kybernetika, 44(5), 585-616.

[3] Roorda, B., and Heij, C. (1995). Global total least squares modeling of multivariable time series. IEEE Trans-
actions on Automatic Control, 40, 50—63.

[4] Soderstrom, T. (2007). Errors—in—Variables methods in system identification. Automatica, 43(6), 939-958.
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In this work we present a discussion on the problem of obtaining data for the purpose of identification of dynamic
systems. To know the characteristics of such systems it is necessary to excite them with informative signals at a
convenient sampling rate [1][2]. This stimulus is obtained by devices which frequently have the bandwidth
smaller than that of the dynamics of the process under test. Because of that, we face two problems with the
generation of the information necessary for the dynamic system identification: first, it is not possible to excite the
system with frequencies close to the cut frequency (since the stimulator has the bandwidth smaller than the
process) and, second, either the sampling frequency does not allow a good representation of the commanded
frequencies or its influence on the discretization of the signal cannot be neglected (considering the relation
between the values of the sampling rate and the highest frequency of process). Due to that, it is inevitable to make
mistakes in the dynamics estimate.

In order to evaluated such mistakes we designed a test-bench based on two well-know transfer functions, G,(s)

and G,(s), implemented by one analog computer in tandem connection. G,(s) is stimulated by a digital

computer through an A/D converter (zero-order-hold type ZOH). The outputs of both G; and G, are both
discretized and read by the same digital computer.

Regarding the dynamics G;, and G;*G, the dynamics of the ZOH was included because we made use of inputs
generated digitally to produce a continuous action. It is important to point out that those equations take into
account that the three measurements u(k), y;(k) and y,(k) are synchronized.

Through this scheme it is possible to evaluate several aspects of the identification process, such as the influence of
the sampling rate, the input bandwidth, the choice of the input, the choice of the identification method and the
influence of the ZOH presence in the process.

The selection of good excitation signals is an important step to guarantee the achievement of good models. The
input signal must expose all of the relevant properties of the system. Other point in the experimental design is
allocating the input power to those frequency bands where a good model is particularly important. Thus, it is
necessary to determine which inputs will be used in the assessment. Two sorts of signals were chosen: multi-sine
and swept sine [2]. Signals with different frequencies and bandwidths of each of them must be determined based
on the dynamics under test, to permit a performance comparison among them.

The procedure begins with the use of a quite high sampling rate in such a way that the dynamics is perfectly
identified since, by construction, it is already known. A typically good sampling frequency is about 10 times (or
more) the bandwidth of the system. Both the time domain and the frequency domain methods must be chosen in
order to identify the transfer functions proposed, and to allow it a later comparison. After choosing the input
signals, they are implemented at different sampling rates, starting from the highest value of frequency (with which
the effect of discretization is not noted), and then reducing it until it gets close to the Nyquist frequency (which is
equal to twice the value of the dynamics bandwidth). It means that several experiments are performed with the
same input and at different sampling rates.

The scheme set up tests allowed a qualitative assessment in the identification process, in view of the influence of
sampling frequency, input types and methods of identification. Although only relative to some dynamics the
results brought up important conclusions. It indicates the time domain method as the most appropriate when the
input signal is generated digitally. Conversely, the method in the frequency domain is suitable for processes
whose analog input is sampled (via A / D converter).

The tests also showed no significant trend for the selected type of input, as a function of the chosen method of
identification as well as the dynamic identified. Contrary to expectation, the bandwidth of the process to be
identified showed no significant influence on the frequency of sampling used, when used the appropriate method.

[1] L. Ljung, System Identification, 2" Ed. Prentice-Hall, New Jersey, 1999

[2] R. Pintelon & J. Schoukens, System Identification: A Frequency Domain Approach, IEEE Press, New York,
2001.

[3] Leite Filho, W.C. & Carrijo, D.S., “Hardware in the Loop Scheme to Verify the Influence of the Inertial
Platform Dynamics”, Proc. of 6" Inter. Conference on Mathematical Problems in Engineering and Aerospace
Sciences, Budapest, Hungary, 2006.
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Introduction. The use of mathematical models is widely established in various fields of application. To name
but a few of their major applications, mathematical models can improve the controller design of complex technical
systems or are able to facilitate the understanding of highly complex biochemical systems. No matter what math-
ematical models are used for, however, they fail to perform the intended task if they are badly parameterized.

In general, during the process of parameterization one tries to make differences between simulation results and
measurement data as small as possible. Under the assumption of a suitable model candidate this is done by choos-
ing optimal model parameters. Unfortunately, the majority of used models cannot be solved analytically. For
example, many dynamical processes are described by systems of ordinary differential equations (ode’s). Usually,
analytical solutions do not exist. Although quite efficient numerical routines are available they usually slow down
the parameterization process dramatically. The situation is even more demanding if one has to deal with processes
that are described by delay differential equations (dde’s). Commonly, standard dde solvers show a lack of effi-
ciency as well as of robustness, i.e., they are likely to fail to solve the underlying dde system. Consequently, it
would be of great benefit to eliminate any need of numerical ode/dde solvers.

Methods. As an alternative, the concept of flat inputs [2, 3] is applied to facilitate the parameter identification
process of delay differential equations. The key aspect is to transform the dde system into an algebraic input/output
representation, i.e., the inputs of the system are expressed analytically by the outputs and derivatives thereof. Now,
the objective of parameterization is to minimize differences between these flat inputs and the physical inputs of
the related process. As no numerical dde solver is involved there is a significant speedup of the parameter iden-
tification step. In addition, the presented approach is closely linked to optimal experimental design for parameter
identification. In particular, the reformulation of the cost function also affects parameter sensitivities. Using the
same measurement data it is possible that previously insensitive model parameters become sensitive. In addition
to its merits, the presented approach has two possible shortcomings: a) the determination of flat inputs /% (r)
for a given output configuration and b) to cope well with measurement noise. To overcome the first problem, a
heuristic approach is introduced. Here, a structural analysis is used to figure out at which states possible flat inputs
have to act on. The issue of measurement imperfection is addressed by the concept of functional data analysis
[1]. Instead of real measurement data, surrogate output functions are applied to determine flat inputs. All results
are demonstrated for the example of a mathematical model of the influenza A virus production. For instance, the
related time-delay parameter 7 = 7.5 h is identified reliably with a minimum of computational effort (Fig. 1).
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The cost function based on flat inputs J,(c, 6, 7)) is evaluated at different time-delay parameter values 7. In detail, an
optimizer is initialized iteratively at 100 different 7 values, 7| € [5,15] h. The overall cpu-time is less than 10 seconds
in this case.

[1] Ramsay J. O., and Silvermann B. W.: Functional Data Analysis. Springer, New York, 2005.

[2] Waldherr S., and Zeitz M.: Conditions for the existence of a flat input. International Journal of Control, 81
(2008), 439-443.

[3] Waldherr S., and Zeitz M. Flat inputs in the MIMO case. In: IFAC Symposium on Nonlinear Control Systems,
University of Bologna - Italy, 2010.
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This contribution describes the control optimization of the electric current flow within a hybrid electric power-
train system and hence its power and energy management strategy. Power and energy management are methods
applied to hybrid electric powertrain systems as they occur e.g. in modern vehicles. Hereby the electric current
flow within the powertrain, i.e. between its system components, is controlled regarding predefined control objec-
tives such as the power or energy availability with respect to a load profile applied to this system. For the realization
of these control algorithms at least one additional degree of freedom for the current flow has to be provided, which
typically occurs in electric topologies with multiple power sources or electric storage elements. Typical energy
storage elements in this context are batteries (accumulators), supercapacitors, etc. The electric power supply is
realized by the electric grid, generators, fuel cell systems, solar modules etc. Typical electrical elements necessary
to realize the control of the electric current flow between the power sources and the storage elements and thus the
power and energy management are controllable DC/DC converters, inverters, and rectifiers as e.g. utilized within
motor controller systems. As shown in [1] the application of power and energy management has, dependent on
its parameter choice, a significant influence on central system properties as energy efficiency, vehicle drivability
and component life time. This makes the application of optimization approaches of the electric power flow control
evident and thus necessary for efficient applications. For the optimization of the power and energy management it
is essential to take the characteristics of a load profile (given or assumed) applied to the powertrain into consider-
ation. In [2] it is shown that the application of an optimization loop is a suitable method for offline-optimization
of the electric current flow control. In addition and for the first time an online-applicable optimization method
of the power and energy management strategy is introduced in this contribution. Its realization contains a system
identification algorithm capable of being implemented within online applications and, based on this, a suitable
control optimization including a predictive approach. The control objectives to be optimized in this context are
the energy consumption, the power availability, and deterioration aspects of the system and its components. The
algorithm is demonstrated using the example of a fuel cell/supercap-based hybrid electric powertrain system. After
a brief description of the system and operation details, the results of the identification process in relation to the real
behavior as well as the optimization algorithm are presented. Applying typical driving cycles to this system it can
be shown that a significant improvement of this approach compared with classical power and energy methods can
be achived. The main scientific and practical question remains: what can be assumed about the future behavior
of the workload (applied to the system) and how can the control be optimized for the unknown future behavior.
Mathematically expressed: How exact the system behavior has to be identified (from the last measurements) in
relation to the principally unknown character of the upcoming future load in relations to the different optimization
goals.

[1] M. Marx, M. Oezbek, D. Soffker, Powermanagement Investigations on a Fuel Cell-based Hybrid HiL Power-
train. - SAE 2010 World Congress, April, Detroit, 2010.

[2] M. Marx, D. Softker, Integrated Optimization of the Powermanagement System of a Hybrid Electric Power-
train System. 7th IEEE Vehicle Power and Propulsion Conference, Chicago, IL, USA, Sept. 6-9, 2011.
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Introduction. Positive displacement machines with internal combustion are one of the most important techno-
logical developments of the past century. They have become the most frequently encountered source of propulsion
energy in passenger cars. One reason for this is, that this source of propulsion energy does rely on the large energy
density of liquid hydrocarbons, which is very hard to be be beaten for by alternative propulsion concepts. In spite
of all the research efforts that have been made, internal combustion engines still have potential for improvements,
which are hard to be realized without model based control and optimization. From a control engineer’s point of
view, the positive displacement machine with internal combustion is a non-linear, time periodic plant. It is the the
time periodicity, whose frequency varies with the number of revolutions, that makes the application of contempo-
rary control techniques a challenge [1]. The amount of air, that is aspirated by the engine’s cylinders, limits the
amount of fuel, that can be burned inside and hence limits the power, the engine is able to deliver [2]. Estimating
and optimizing the air intake rate of a positive displacement machine with internal combustion is one of the major
sources of engine control development time and cost today.
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Content. In this contribution a theoretical model for the air intake of a four stroke internal combustion engine is
derived from first principles, the conservation of mass and the conservation of energy. The opening angle of both
the intake as well as the exhaust valve, as well as the variable valve lift are considered as plant inputs, which may
be manipulated to maximize the air intake rate and hence the power, the engine delivers. After a formal connection
between state-of-the-art mean value models and the crank angle resolved physical model has been established,
the theoretical model is verified by comparing the model output to steady state data collected at an engine test
bench. The pressure loss in the intake valve is considered a disturbance of the ideal cylinder filling dynamics,
which is estimated using non-linear optimization techniques. The intended purpose of physical model building for
the cylinder air intake is prediction of the air intake rate and computation of optimal valve control action before
a lot of effort is put into a real experiment at the engine test bench. A significant reduction of operating time and
cost consumed by the real engine test bench can be achieved, if a small subset of steady state measurements are
used to compute a meta-model for the pressure loss. Since the model errors are of sole deterministic nature, in
this contribution the Kriging Predictor is chosen as a suitable meta-model [3]. The combination of the black-box
pressure loss model and the air intake model allows for prediction of the air intake rate at unknown operating points
of the engine with sufficient accuracy.

[11 L. Guzzella: Introduction to Modeling and Control of Internal Combustion Engine Systems. Springer, Berlin,
2010.

[2] R. Pischinger: Thermodynamik der Verbrennungskrafimaschine. Springer, Berlin, 2009.

[3] T.W. Simpson and J.D. Peplinski and P.N. Koch and J.K. Allen: Metamodels for Computer-based Engineering
Design: Survey and Recommendations. In: Engineering with Computers, Vol.17,2001.
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Introduction. The performance of model-based engine calibration is highly dependent on the type of modelling
which is used. A problem for state of the art algorithms for engine calibration arises, if outliers occur in the
measurement data. Since outliers are not considered in recent types of modelling for engine calibration, they
always have to be removed before training, either manually, or by simple leave-one-out cross validation algorithms,
which cannot be adopted very efficiently, if there are many outliers in the measurements, which is shown in the
paper. Therefore, there is a need for a new type of modelling for engine calibration, which is robust to outliers.

State of the art modelling in engine calibration. Common types of modelling for engine calibration are dis-
cussed in [1]. Training for polynomials, Tree-based Models, the MLP Networks and Least-Squares Support Vector
Machines is performed by minimizing the sum of squares error function on the training data. This minimization
of the sum of squares error function is equivalent to a maximization of the likelihood function under a conditional
Gaussian noise distribution of these models. Instead of using the least squares approach, the Relevance Vector
Machines and Gaussian Processes directly use a normal noise assumption for modelling in engine calibration. In
the paper, the drawbacks of a normal noise assumption regarding outliers are illustrated and a possible solution
with a Student’s-t noise assumption is presented.

Robust Gaussian process modelling. In the paper the formulas for the training of the hyperparameters of the
Gaussian process and the formulas for the prediction are discussed. Since we use a Stundent’s-t noise assumption
for modelling, inference becomes analytically intractable and several methods for approximation are discussed. As
computational speed is an important factor in the task of engine calibration, we follow the approach of [2], which
is based on the Laplace approximation. Further, some remarks on the implementation are given and a simple
theoretical example of a comparison between Gaussian process regression with a normal noise assumption and
Student’s-t noise assumption is shown in the paper and in the figure below. In the figure it clearly can be seen, that
the five outliers distort the model with the normal noise assumption. This is a serious problem with state of the art
models for engine calibration, if quantities of an engine should be modeled, where the risk of outliers is high. With
the new approach on the right, the modelling is robust to outliers in the measurement data.

GP - Normal Noise Assumption GP - Student-t Noise Assumption

Comparison of Gaussian process regression with normal noise assumption (left), which is state of the art in engine
calibration, and Student’s-t noise assumption (right). The training data (circles), the predicted mean (solid line) and the
predicted variance (confidence interval) are plotted.

Application to a diesel engine. In the last section a Gaussian process model with a normal noise assumption is
applied on NOx and soot measurements of a diesel engine and compared to a Student’s-t noise assumption. Since
the NOx emissions can be measured relatively well, no outliers occur in the measurement data and the model with
the Student’s-t noise assumption gives pretty much the same result as the model with the normal noise assumption.
The performance of both models for NOx is quite good, but it is shown that this is not the case for the soot
emissions. Since the soot emissions are much harder to measure, outliers occur in the measurement data. These
outliers will distort the model with the normal noise assumption. It is shown, that this is not a problem if one uses
a Gaussian process modelling with a Student’s-t noise assumption. With this modelling a better fit on the training
data is achieved and the prediction of the validation data is very accurate.

[1] Berger B., Rauscher F., and Lohmann B.: Analysing Gaussian Processes for Stationary Black-Box Combus-
tion Engine Modelling. In: Proceedings of the 18th IFAC World Congress, 2011, Milano, Italy

[2] Vanhatalo J., Jylénki P., and Vehtari A.: Gaussian process regression with Student-t likelihood. In: Proceed-
ings of Advances in Neural Information Processing Systems, 2009.
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Introduction. Mathematical models become more and more indispensable tools for engine manufacturers. As
nonlinear dynamic models based on first-principles are preferred by practitioners, model calibration or parameter
estimation is often a time consuming task. The use of optimally designed dynamic inputs can reduce the experi-
mental burden and increase the accuracy of the estimated parameters. The current paper presents the calibration
and validation of a Diesel engine airpath model using optimally designed inputs.

Content. The airpath model used is similar to the one described in [1] and the dynamic parameters have to be
estimated based on measurement from an engine test bench. Optimal experiments are designed using a random
phase multisine discretization [2] instead of traditionally used polynomial discretizations [3] in order to cope with
the requirements of fast variations and operating around fixed setpoints. The current paper proposes three strategies
based on the allowed degrees of freedom for the multisines (see Figure). In the first strategy the root mean square
(RMS) value is optimized. The second strategy includes the optimization of the frequency bands, whereas the
amplitudes vary for the different frequencies in the third strategy.
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The airpath model is characterized by the combination of physical equations with static maps. The model contains
five parameters describing the dynamic behavior which have to be estimated, i.e., the volume of the intake and
exhaust manifold V; and Vx, the turbocharger efficiency 1, the time constants of the turbocharger and exhaust gas
recirculation Tyg; and Ter. Hence, four model inputs, i.e., the valve positions of the exhaust gas recirculation and
variable geometry turbocharger Xegr and Xygy, the injected fuel mass Wr and the engine speed n have to be designed
in order to yield as informative outputs for the intake pressure (MAP) and fresh air flow (MAF) as possible. These
two outputs mentioned above are used for model calibration.

Results. The procedure of the modeling cycle has been followed. The preliminary step involved a verification of
the model’s structural and practical identifiability. A sensitivity analysis of the outputs with respect to the inputs
revealed that all parameters can be estimated. Then a sequential approach followed for choosing the appropriate
parameters. This sequential part included the loop: Experiment, Parameter Estimation, Confidence Interval Com-
putation and Design of Experiments according to the results of the Confidence Interval. This sequential procedure
has been applied in the current study.

The inputs have been optimized using each of the three strategies based on random phase multisines. Also a
comparison to white noise has been made. The designed inputs have been applied to the test-bench and the
dynamic parameters have been successfully estimated. The 95 % error bounds were significantly smaller than the
parameter values. Finally, a validation of the calibrated model has been successfully performed.

Acknowledgements. This research is supported by Projects OT/10/035, PFV/10/002 (Center-of-Excellence Optimization in
Engineering) of the Research Council of the K.U. Leuven, Project KP/09/005 (SCORES4CHEM) of the Industrial Research
Council of the K.U. Leuven, the Belgian Program on Interuniversity Poles of Attraction, initiated by the Belgian Federal Science
Policy Office and the industry project ACCM. Dries Telen has a Ph.D grant of the Institute for the Promotion of Innovation
through Science and Technology in Flanders (IWT-Vlaanderen). J. Van Impe holds the chair Safety Engineering sponsored by
the Belgian chemistry and life sciences federation essenscia. The scientific responsibility is assumed by its authors.

[1] S. Puchner, B. Winkler-Ebner, D. Alberer, and L. del Re.: Optimization based mean value model of turbocharged diesel
engines. In. MATHMOD 2009.

[2] R. Pintelon and J. Schoukens.: System Identification, A Frequency Domain Approach. IEEE Press, 2001.

[3] G.Franceschini and S. Macchietto. Model-based design of experiments for parameter precision: State of the art. Chemical
Engineering Science, 63(19):4846?4872, 2008.
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Motivation The automotive industry is, based on the sales, the most important industry section in Germany and
other countries. Because of many various boundary conditions, like CO; and fuel reduction, the calibration of the
engine control unit is growing up for the development of the whole system automotive. Traditional calibration
methods fail because of the increasing complexity of the optimization tasks and the huge measurement effort. A
one dimensional engine process simulation in combination with a physical combustion model can significantly
contribute to essential parts of engine calibration. For an accurate reproduction of the reality the simulation model
must be calibrated. Factors are used as calibration parameters, which take influence on various combustion values.
With the help of an automatic optimization routine the time effort can be reduced significantly for the adjustment
with constant or increasing accuracy.

Therefore, the main target of this contribution is the improvement of the simulation and optimization techniques.
For this aspect an evolutionary algorithm, which is a combination of a genetic algorithm and an evolutionary
strategy, is used for the optimzation task. Evolutionary optimization methods are stochastic searching methods,
which are leaned on the naturally biological evolution. They work simultaneously with a number of potential
solutions and they are variable, robust and powerful. They give the opportunity to solve complex and multi-criteria
problems in a reasonable time. Further advantages of this approach are the better results and the time saving.
The presented evolutionary algorithm for the automatic calibration of simulation models for the virtual engine
application has been evaluated by simulations.

Approach To reduce the measuring effort at engine test benches one dimensional engine process simulations can
provide a valuable contribution. To use these virtual methods effectively, a method for the automatic adjustment
of the simulation models is developed. Therefore, a combination of a calculation on the local computer and a
simulation on a computing cluster is used.

In the field of the virtual application of engine control unit functions an exact reproduction of the fresh air mass
situated in the cylinder is necessary. To calibrate the load change uniquely with the help of measurements, the
influences on the results are studied and a suitable calibration method is developed.

As soon as the load measuring at the engine is exactly enough synchronized, the calibration of the combustion
can be started. Therefore, to simulate the engine combustion with changing operating points defined among other
things, like engine speed, throttle angle, westgate angle at the turbocharger, valve timing on intake and exhaust,
intake valve lift and air-fuel ratio, a physical combustion model with an integrated turbulence model is used, which
must be adapted to the engine by only a few calibration parameters, that cannot be measured directly [2]. These
parameters are adapted automatically to each combustion engine with the help of a powerful evolutionary algorithm
optimizer.

Already in the sixties of the 20th century several persons have tried to apply the principles of the biological
evolution like the "“survival of the fittest"” on optimization problems. Independently of each other the genetic
algorithms [1], the genetic programming and the evolutionary strategies [3] have been developed, which build
together the classic evolutionary algorithms. Every evolutionary procedure works during the optimization on a
number of potential solutions (the population), which are improved through little changes to reach an acceptable
solution quality at the end of the optimization. Similar to the natural evolution, which is based on the three
steps reproduction, variation and selection, the evolutionary algorithms are also divided in such phases and are
complemented with additional phases to suit the algorithms to the given problem.

With the use of such an algorithm a clearly time saving can be reached by the calibration and the global error
minimum can be found. With such a calibrated simulation model miscellaneous tasks can be realised by the
parameterization of the engine control unit functions, from the load measuring up to the engine torque model.

[1] D. E.Goldberg and J. H. Holland. Genetic algorithms and machine learning. In Machine Learning 3: 95-99,
1988.

[2] Ulrich Knoll, Susanne Zaglauer, Sebastian Grasreiner, and Prof. Dr.-Ing. Christian Hasse. Automatisierte
Kalibrierung von Simulationsmodellen zur virtuellen Motorapplikation. In Fachtagung AUTOREG 2011,
2011.

[3] Hans-Paul Schwefel. Numerische Optimierung von Computer-Modellen mittels der Evolutionsstrategie.
Birkhduser Verlag, Basel und Stuttgart, 1977.
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A solution of the following problem is presented. Given a known model represented by a discrete probability dis-
tribution ¢ = (1,42, - -.,qxs), and information D, a new improved model represented by a probability distribution
p is found which is associated with ¢ such that D = D(p]|q), where D(p]|q) represents the relative information
between the two probability distributions. The improved probability distributions p have been chosen to be those
which become local minima of the discrete entropy. The fundamental properties of such models and natural effects
how to use information are studied.

The resulting solutions depend on the existence and value of two roots of a nonlinear equation. The corresponding
solutions take on a positive and negative sense in that the form of the probability distribution can be enhanced or
reduced. We therefore refer to the positive and negative effect of information. The behavior of the related entropy
function is studied and reasons for this behavior stated. It is the justification of our approach. To study the negative
and positive effects of information in order to improve some models used in identification.

This study indicates a potential to improve models during identification process when knowing an extra infor-
mation. It was shown that the uncertainty of the probability distribution related to a set of probabilities can be
increased or decreased by the use of relative information. This effect on the probability distributions can be char-
acterized by the choice of the positive or negative roots of the derived solution equation. By appropriate choice,
the original shape of the distribution can be enhanced, or reduced , or even inverted. It can form an alternative
approach to known methods using e.g. conditional probabilities or information criteria.

Note that the calculation of the mutual information, / is a special case of the calculation of the relative infor-
mation D. Therefore, we can approach the use of this type of information in a similar manner. Given a known
joint probability distribution, 7*, we look for a joint probability distribution 7 which is associated with 7 through

the known mutual information 7. It represents the relation 7* L rwith T = D(r]|r).
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Driving a car requires such a dynamic characteristics of the driver, allowing respond properly to unexpected
situations in traffic. Unpredictable situations in the driving of the car are likely because the traffic on the road is
crowded. Therefore, the research activity concerned with the possibility application of so-called "intelligent
systems to support driver’s decision." For such applications in transport uses the term "intelligent transport
systems". Their implementation is made possible by new advances in automation and information technology.
This article explains a new conceptual model of driver behavior, which is able to characterize the response of the
driver in the car from "intelligent control system driver/car/traffic situation" point of view. The article outlined the
verification of this model by measuring the human reactions in real time. This model is presented at Fig.1. Author
of this subscription started with measurement and verification of driver’s linear model with constant parameters
[1], continued with linear model with variable parameters [2] and design of hierarchical model of driver decision
making [3]., which is partly verified in this subscription.
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Fig. 1. Hierarchy and links in the driver decision-making response to the interpretation of the traffic situation.

[1] . Alexik M.: Modelling and Identification of Eye-Hand Dynamics. Simulation Practice and Theory, Vol. 8,
Elsevier Science B.V., 2000, pp. 25-38
[2] Alexik M.: Modelling and Identification of Interaction in Driver/Vehicle Dynamics. Proceedings of 6th
Vienna Conference on Mathematical Modelling (MATHMOD '09), February 11-13, 2009 Vienna University of
Technology, Published by ARGESIM and ASIM, ARGESIM Report no.35, Full Papers CD Volume. pp. 500-
510. ISBN 978-3-901608-35-3
[3] Alexik M.: Measuring and Modeling the Dynamics Reactions of Car Drivers. Proceedings of the 7th
EUROSIM Congress on Modelling and Simulation. Prague, Czech Republic, September 6 -10, 2010.
Publisher: Czech Technical University in Prague, Faculty of Electrical Engineering, Karlovo nameésti 13, 121
35 Prague, Czech Republic. Vol. 2: Full Papers, pp. 1068-1077. ISBN 978-80-01-04589-3.
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A vision sensor (camera) represents a contactless virtual movable measurement sensor, or a set of sensors working
in the same time (i.e. getting a set of data from the camera), therefore visual servoing can be used effectively to
control flexible manipulators. The research on flexible robots with vision based control was initiated in the early
1990s. The main inherent problem was the slow processing operation due to the limitations of the camera system
in combination with the real time operation of the system. The state estimation of a single link flexible manipulator
was studied in [1]; the vision system was used to estimate the state variables of the virtual joint model of a flexible
link. Due to the slow image processing operation in comparison with the real time control several researchers used
a two time scale control ([2]), [3] to overcome these problems. Due to the limitations of the sampling rate, and
the resolution of the camera to detect all modes of the system; two different observers are designed to estimate the
dynamical behavior of the system.

In this work the effect of time delay and noise in state estimation process of flexible robot arm are shown through
the comparison between the states from different measured input data. The flexible link model used, is related
to an elastic ship mounted crane. The system states are separated to slow and fast subsystems according to the
frequencies of the system modes. The slow dynamics is choosen using assumed camera specifications. The states
related to the slow dynamic are estimated by using the simulated signal of camera system. Two observers are
designed, the first one to estimate the higher modes of the vibration using strain gauges, the second one represents
an estimator using the camera as a sensor to estimate a modal set of slow dynamics based on the measurable
frequencies of the modes. The states from the second estimator are combined with the same set of states, which
are estimated using the full observer using the minimum mean-squared error. It can clearly be seen from the
estimated tip point error in Fig. 1 that the slow and fast state estimator dynamics compensates the noise and delay
from the estimated states. The observer and estimator which are designed in this work follow the states and remove
the effects of noise and time delay very fast.

[1] Yoshikawat, T., Ohta, A., and Kanaoka, K.: State Estimation and Parameter Identification of Flexible Ma-
nipulators Based on Visual Sensor and Virtual Joint Model. IEEE International Conference on Robotics and
Automation, 2001, 2840-2845.

[2] Bascetta, L., and Rocco, P.: Two-Time Scale Visual Servoing of Eye-in-Hand Flexible Manipulators. IEEE
Transactions on Robotics, 22 (2006), 818-830.

[3] Jiang, X., Konno, A., and Uchiyama, M.: A Vision-Based Endpoint Trajectory and Vibration Control for
Flexible Manipulators. IEEE International Conference on Robotics and Automation, 2007, 3427-3432.
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Fig. 1. Compensation of the effects of noise and time delay on the estimated states, sweep input
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Introduction. For orthoses that enhance the user’s strength or reduce the user’s effort for a given task, several
controllers have been proposed in the literature. The reference input to these controllers is the joint torque that
the user applies to his body. This contribution presents a new approach of estimating the joint torques for an
active orthosis. Electromyography, inverse dynamics [1], and calculating the joint torques from measured ground
reaction forces [2] are three established methods of deriving the joint torques. The proposed approach combines
inverse dynamics and the calculation of the joint torques using ground reaction forces.

Contribution This paper focuses on the Sit-to-Stand (STS) movement. A model of the human lower extremity
is derived by lagrangian mechanics and additional forces are introduced that simulate the seat. These forces fade
after a certain height 4go. This moment is called “Seat-Off”” and describes the point where the body leaves the seat
and all muscles have to carry the full body weight.

These seat forces are required for the estimation of the joint torques using inverse dynamics, but are not needed if
the joint torques are calculated using ground reaction forces. Both methods, however, have significant drawbacks:

Inverse Dynamics: High resolution and low noise angular sensors are requried since the angular value needs to be
differentiated twice. Furthermore, the computed joint torques strongly depend on the accuracy of the model. A
little error in the model causes large deviations in the joint torques.

Ground Reaction Forces: The computed joint torques strongly depend on the correct measurement of the ground
reaction forces and the center of pressure. Also, the shear force component of the ground reaction forces must be
measured for an exact estimation of the joint torques.

Observer Based Approach: An observer estimates the
error in the joint torque calculation and adjugts the re- Disturbances z
sult. A mismeasurement of the ground reaction forces Ny
not only affects the forces themselves but also the cen- ¥
ter of pressure. Both signals have a considerable in- Forr —
fluence on the estimated joint torques. If the force SC‘!;)/E 1 GRF = u ! >O—>
sensors are placed in the shoe sole, some problems .

arise: The exact distance between the ankle joint and "| Observer z

the center of pressure might be uncertain, and the foot q id
might move within the shoe and therefore change these
values, too.

=
=
|
=
+
N
=

Observer based joint torque estimation

That means the computed joint torques @ are flawed or disturbed. An observer can estimate these disturbances
z and the original signal can be restored if the estimated disturbances Z are substracted from the computed joint
torques.

Simulation Results Simulation results show that the proposed approach has some advantage over the established
methods. The estimation of the inverse dynamics method has a significant phase lag since a state variable filter is
necessary to filter the joint angles prior to differentiating. The joint torques calculated using only ground reaction
forces are non-zero in the sitting position if the shear force components are not measured. If the measured center
of pressure is disturbed by a constant value, the joint torques are also non-zero in the standing position.

The new observer based approach produces zero torque in sitting and standing positions, regardless of missing
shear force components or a disturbed center of pressure. However, the seat forces are required in order to compute
the joint torques, and if the estimation of the seat forces is disturbed, the new approach also produces a non-zero
torque in the sitting position.

[1] H. Kazerooni, J.-L. Racine, Lihua Huang, and R. Steger.: On the control of the Berkeley lower extremity
exoskeleton (BLEEX). In: Proc. Int. Conf. on Robotics and Automation 2005, 4353-4360.

[2] J.E. Pratt, B.T. Krupp, C.J. Morse, and S.H. Collins.: The RoboKnee: an exoskeleton for enhancing strength
and endurance during walking. In: Proc. Int. Conf. on Robotics and Automation 2004, volume 3, 2430-2435.

46



MATHMOD Contributions

Preprints
MATHMOD 2012 Vienna
Abstract Volume

MATHMOD Contributions
Mechatronics & Electrical Engineering

47



F. Breitenecker, 1. Troch - Preprints MATHMOD 2012 Vienna Abstract Volume

48



MATHMOD Contributions

NONLINEAR MODELING OF THE DYNAMICAL BEHAVIOR OF THE

THREE-DIMENSIONAL ELASTIC BEAM

K.Q. Luu, D. Soffker
University of Duisburg-Essen, Duisburg, Germany

Corresponding author: K.Q. Luu, University of Duisburg-Essen, Chair of Dynamics and Control
47057 Duisburg, Lotharstrae 1, Germany, | uu. khanh@uni - due. de

The paper outlines a dynamic model of the nonlinear elastic beam. The investigated model in this paper based
on a linear model with relevant geometrical nonlinear couplings is developed and considered up to the 3rd order.
Furthermore, complex couplings between the guided motion of the beam in combination with external forces like
the example given in [2] and the geometrical nonlinear relations of an elastic beam are considered. The coordinate
systems used to analysis the rotating flexible beam are an inertial frame and a body-fixed frame. The three-
dimensional finite beam element is modeled using Euler-Bernoulli beam theory as a model of 3™ order based on
the formerly research in [1]. By using the description of geometric nonlinear beam kinematics, functions of the
elastic variables are determined. The equations of motion of an elastic beam are derived based on the principle of
virtual work with a state depending stiffness, damping and mass matrix-like structure. In addition to research of
[1] more complex motions, the guided motions including external effects coupled with state as well as state
dependences in the nonlinear matrices, are discussed and considered. Simulations of the flexible beam are used to
show the coupling effects between the rotating motion and transverse deformations as well as the axial
deformation with geometric nonlinear terms.

With this contribution, the dynamical behavior of a three-dimensional elastic beam undergoing a rotational
motion is investigated. The coupling effect between the rotating motion and transverse deformations as well as the
axial deformation is shown using a simulation example. From the results given in Fig.1, it can be concluded that
the consideration of geometrical nonlinear terms of the flexible beam should be taken into account in the model,
especially in the cases of the guided motion of the beam in combination with external forces. The developed model
and the related dynamic system representation gives a good base for advanced study of the stability of the guided
system in combination with external process forces resulting from the digging process of large excavator systems
with long and slender booms.
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Fig. 1. Response of beam vibration with the applied transverse force according to y- and z-direction of
the tip of the beam for a rotational beam

[1] Soffker D.: Automatic generation of the equations of motion of the moving nonlinear elastic beam. SAMS,
(2)1999, 31-74.

[2] Bosnjak S., Zrni¢ N., Oguamanam D.. On the dynamic modelling of bucket wheel excavators. FME
Transactions, (34)2006, 221-226.
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In modular robotics, complex structures can be formed from basic modules to solve tasks which would be difficult
for single robots.The development of techniques for adaptation and evolution of multi-robot organisms is the
subject of Symbrion project [2]. In the project, the bio-inspired evolutionary algorithms are massively simulated
prior to run them on real hardware. It is crucial to evolve behaviors of the robots in simulation, that is close to
a real world. Hence, accurate and efficient representation of an environment in the simulator is needed. Here,
the environment is modeled using set of 3D objects (usually triangle meshes). The robots learn simple motion
primitives or complex movement patterns during many runs of the evolution. The learned skills will be then used
during the experiments with real hardware.

Important property of the models is thus amount of elements in the model which influences the speed of the
simulation. To speed up the simulation, several models with different level of details can be used. Similarly as
in nature, some simulated tasks require only rough approximation of the environment and sometimes details of
selected objects in neighbors are needed.

In the paper, we describe a techniques for building the simulation environments for the purpose of Symbrion
project. To obtain such a model, the real arena is scanned using laser rangefinders. We describe method to remove
noise from the scanned 3D point cloud. Then, two state-of-the art methods and also a novel method for 3D
reconstruction will be described.

The first method is based on Growing self-reconstructions maps (GSRM) introduced by Régo et al. [3] that
reconstructs a surface in the form of a triangular mesh. The method follows principles of growing neural gas
(GNG), where the number of neurons and topology of the network change during the self-organization process.
The second method — Growing grid (GG) — is another self-organizing feature map that adapts according to Hebbian
rule [1]. Similarly to GSRM, GG is a growing structure, i.e., the number of neurons changes (increases) during
learning. On the other hand (and in contrast to GSRM), GG has a fixed structure, which has a form of a rectangular
grid. The process of adaptation has two distinct phases: a growth phase where the size of the network as well as
raw estimate of neuron positions is determined and a fine-tuning phase which tunes the positions of the neurons.

We also propose a novel method for 3D reconstruction, which fits a set of plane through the input point cloud. The
algorithm first randomly selects several hundred of clusters and examines, whether the points within these clusters
lie on one plane. Planar clusters then compete for surrounding points until there is only one cluster per plane.
After that, plane intersections are computed and the clusters are enlarged and triangulated. Using these several
reconstruction methods, the environment can be modeled with various level of details.

In the experimental section, the reconstructed models will be used in a robotic simulator in two scenarios: a) a
simple snake-like organism out-stepping a hole, where the models are used for physical simulation; and b) for
simulation of robotics swarm exploring the environment. In the second scenario, the robots perceive the environ-
ment using laser rangefinders and the quality of the models influences the sensor simulation. The experimental
results have shown, that a method for 3D reconstruction must be carefully chosen in order to allow fast and reliable
simulation. It will be shown that the number of triangles in resulting 3D models does not influence the speed of
physical simulation itself. However, the size of models significantly influences the speed of the laser rangefinder
simulation. To simulate the sensor, collisions between rays and the 3D scene have to be determined, which is
computationally intensive. To speed up the sensor simulation, a model with less number of triangles or a model
consisting of a simple geometric objects (e.g. planes) is preferred.

[1] Bernd Fritzke. Some competitive learning methods. Technical report, Ruhr-Universitat Bochum, 1997.

[2] P. Levi and S. Kernbach, editors. Symbiotic Multi-Robot Organisms: Reliability, Adaptability, Evolution.
Springer-Verlag, 2010.

[3] R.L.M.E. Régo, A.FR. Araujo, and F.B. de Lima Neto. Growing self-reconstruction maps. Neural Networks,
IEEE Transactions on, 21(2):211 -223, February 2010.
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Introduction. This work presents the derivation of a detailed nonlinear dynamic model of a commercial 3-DOF
laboratory helicopter for subsequent control design. The equations of motion are derived from physical modeling
and the engine characteristics are identified from measurements, yielding a coupled system of highly nonlinear
differential equations. The system's kinematics and dynamics are thoroughly analyzed and validated using
polynomial test trajectories. Linearized state space systems are derived for arbitrary operating points and a
parameterized linear stability analysis is conducted. Finally, the model is successfully validated on the actual plant,
and an outlook of closed-loop control performance, including gain-scheduled feedback and flatness-based
feedforward controllers, is given.

Content. The studied tandem rotor helicopter is suspended via a linkage as shown in Fig.1 and has three angular
degrees of freedom (DOF). The rigid-body components are described in local coordinates and assembled using
homogeneous transformations, yielding a set of nonlinear coupled
differential equations. In the onset of the present paper, all relevant
geometric details are considered to obtain a high-fidelity nonlinear
simulation model. Also, a parameterized family of linearizations is
computed to support gain-scheduled, locally linear control design [1].

Model. The relation between the lift forces generated by the propellers
and the input voltages were identified on the real plant and modelled using
a quadratic onset. Lagrangian Mechanics were used to derive the system's
equations of motion (EOM), which yields a nonlinear system
representation. For subsequent controller design procedures, linearized
models for stationary operating points in arbitrary elevation angles are
obtained via MAPLE.

Figure 1: 3DOF helicopter,
courtesy of Quanser Inc.

Validation Results. To evaluate the accuracy of the created nonlinear dynamic helicopter model, the actual
system's responses are compared to the model-based Simulink simulations in an elevation-open-loop and a closed-
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Figure 3 — left: open-loop validation; right: closed-loop validation

loop setting. Figure 3 (/eff) shows the responses of the system in simulation as well as in reality following an open-
loop elevation trajectory. For the real plant, the Pitch DOF has been stabilized by a state vector feedback
controller. The input signals are computed by a flatness-based approach [2] to obtain a prescribed polynomial
trajectory in the elevation DOF. Figure 3 (right) shows the trajectory tracking performance of the closed-loop
system utilizing a 2DOF control architecture with a gain-scheduled LQR feedback controller and a flatness-based
feedforward controller.

[1] Rugh W. J., and Shamma J. S.: Survey Paper — Research on gain scheduling. Automatic 36 (2000) 1401-1425,
1998.

[2] Fliess M., Levine J., Martin P., and Rouchon P.: Flatness and defect of nonlinear systems: introductory theory
and examples. Int. J. Control, 61(6): 13271361, 1995.
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Introduction We consider mechanical systems with n degrees of freedom and p nonholonomic constraints. The
system trajectories evolve on the n-dimensional smooth manifold Q with local coordinates ¢ = (¢',...,¢"). The
Lagrangian L, which is defined as kinetic minus potential energy, maps from the tangent bundle 7Q to the real
numbers, see [1] for details. The nonholonomic constraints are represented by a system of one-forms @' € T*Q,
i=1,...,p, in coordinates ®' = Yi a),i(q)qu, which restrict the solutions to a subbundle of the tangent bundle
TQ. In coordinates this restriction reads as ®'|¢ = @'(¢) = ¥}, a),i(q)c]k =0,i=1,...,p. Constraints of that
type are called nonholonomic if they are not integrable. One way of dealing with this type of system is utilizing
Lagrange multipliers. We pursue a different approach according to [3] here.

Hamel’s equations and quasi-velocities Hamel’s equations are a generalization of the Lagrange equations of
motion. Since they also cover the special case of Euler’s equations of rigid body motion, they originally had
been called Lagrange-Euler equations by Hamel [3]. The crucial advantage of Hamel’s approach is that so-called
quasi-velocities ®'(¢) = Y{_, @i (q)¢*, i=1,...,n can be used, which are not necessarily a differential of a corre-
sponding coordinate on Q. The change of velocity coordinates is required to be invertible: ¢*(®) = ¥/, (6,." ()@
Moreover, it is reasonable to choose the first p velocities according to the nonholonomic constraints. We can
formulate the Langrangian depending on the new coordinates: L(¢',...,¢", @',..., ®") = L(q, ®) = L(q,4(®)).

The equations of motion can then be written as

d dL(q,0) & dL(q % JdL(q,0 I_ 7
o = k= 1,...
dt awk Z aql awk JZ”;H 80)1 (q) fka p+1, 1,
@/ (q)
i J J .
where f =Y, 3365),( fi=Y,@(q)f; and y’k - (ag’;ff’) - 93’;5‘”) o7 (q)® (q). These equations to-
gether with

n
Y @lqof, i=1,..n
k=p+1

constitute a system of 2n — p first order differential equations, which describes the motion of the mechanical
system. Resolving the total derivative, the system contains plenty of partial derivatives, which can be efficiently
calculated using algorithmic differentiation.

Algorithmic Differentiation In order to simulate the equations of motion, we have to compute first and second
order derivatives. Numerical differentiation by divided differences is not well-suited for this task due to truncation
and cancellation errors. Therefore, the derivatives occurring in these equations are usually computed symbolically
with computer algebra packages or libraries.

We suggest the use of an alternative differentiation technique known as automatic or algorithmic differentiation [2].
Assume that the function under consideration is a sequence of elementary functions and operations. Derivatives
of this function can be calculated by applying elementary differentiation rules to this sequence. In algorithmic
differentiation, all intermediate values are floating point numbers instead of symbolic expressions. Thus, compared
to symbolic calculations, this approach requires less memory for the exact calculation of the partial derivatives.

Example Finally, the presented approach is illustrated by the example of a nonholonomic robot.

[1] Abraham, R. and Marsden, J. (1978). Foundations of Mechanics. Addison-Wesley Pub. Co.

[2] Griewank, A. and Walther, A. (2008). Evaluating Derivatives: Principles and Techniques of Algorithmic
Differentiation. SIAM, 2nd edition.

[3] Hamel, G. (1904). Uber die virtuellen Verschiebungen in der Mechanik. Mathematische Annalen, 59, 416—
434,
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Path planning refers to determining and maintaining the most efficient path for a moving autonomous robot from
its current location to the goal state. During the last decades heuristic methods had become dominant within the
field of autonomous robot rational navigation. Although not guaranteeing to find an optimal solution, heuristic
algorithms are simple and computationally efficient which makes them highly applicable to path planning.

Among the manifold of heuristics applied to the development of tools for robot path planning we can distinguish
various noticeable approaches such as A*, Fuzzy Logic, Potential Field, Cellular Automata and roadmap
techniques like Cell Decomposition, Voronoi diagram and Probabilistic Roadmaps. Contribution of biologically
inspired paradigms such as Neuronal networks and Genetic Algorithm to the development of heuristic tools for
robot path planning should be especially mentioned. Algorithms employing chaotic dynamics play an important
role in autonomous robot trajectory generation.

Chaotic dynamics existing within the biological neuronal networks are responsible for self-organized pattern
formation represented by self-synchronized activated states of their composing neurons. According to our
hypothesis, these neuronal patterns are the mechanism standing behind human creative behaviour — trajectories
embedded within them could be used for rational path planning. Mathematical models based on neuronal networks
consisting of interconnected chaotic oscillators provide self-organized and self-synchronized patterns similar to
those observed within the biological neuronal networks [J. Kurths et al., 2007], [V. Gontar, 2004, 2007]. Based on
the hypothesis, we intend to construct a mathematical model of robot’s neuronal networks with embedded chaotic
regimes and use patterns generated by it to autonomous robot path planning.

In the proposed model every neuron of the network is simulated by specific difference equations with chaotic
regimes providing the neuron with chaotic dynamics. Spatially distributed over 2D or 3D space neurons’ activated
states lead to emergence of complex creative patterns. The patterns serve as a source of potential continuous
trajectories for robot's path planning: for that purpose adjacent neurons with equal activated states are connected
by straight lines, resulting in the formation of a trajectory. Based on robot’s rational path planning criteria the best
trajectory should be selected and translated into the robot’s movement in physical space and time.

Within the current work we consider a goal-search mission performed by an autonomous robot in a known 2D
environment with obstacles. Series of decisions need to be taken by the robot to succeed in performing navigation
to the hidden goal state (goal-searching), avoidance of obstacles and selection of a rational trajectory minimizing a
certain cost function.

Proposed heuristic method based on robot’s chaotic neuronal networks with creative properties demonstrates some
advantages over the methods not related to the biologically inspired paradigms (random search algorithms) and
heuristics not justified by brain-functioning principles, such as Genetic Algorithm.

[1] Kurths J., Zhou C. S., Zemanova L., Zamora-Lopez G. and Hilgetag C. C.: Structure-Function Relationship in
Complex Brain Networks expressed by Hierarchical Synchronization. New Journal of Physics, 9 (2007), 178-
200.

[2] Gontar V.: The dynamics of living and thinking systems, biological networks, and the laws of physics. Discrete
Dynamics in Nature and Society, 1 (2004), 101-111.

[3] Gontar V.: Some creative properties of the 2D and 3D lattice distributed interconnected chaotic oscillators
and neuronal networks. in Proc. Applied Mathematics and Mechanics, 7 (2007), 203007-203008.

53



F. Breitenecker, 1. Troch - Preprints MATHMOD 2012 Vienna Abstract Volume

MODELLING OF THE MOON ORBITER FOR THE ESA PROJECT ESMO

Matevz BoSnak, Drago Matko, SaSo BlaZi¢
University of Ljubljana, Faculty of Electrical Engineering, Slovenia

Corresponding author: Matevz Bosnak, University of Ljubljana, Faculty of Electrical Engineering
Trzaska 25, 1000 Ljubljana, Slovenia, matevz.bosnak@fe.uni-1j.si

Introduction. This paper presents the simulator developed for the European Student Moon Orbiter (ESMO)
project, which is planned to be the first European student mission to the Moon. During the ESMO project, student
teams, supported by faculty staff, will produce a complete spacecraft from scratch. Its mission will be to fly
towards the Moon, enter the Moon’s orbit and execute scientific experiments while orbiting around the Moon. A
Functional Engineering Simulator (FES) was produced as a part of the ESMO project and will allow the project
teams to model the spacecraft’s functions and performance at various stages of the mission and simulate the space
environment. This paper focuses on the spacecraft’s orbit and attitude propagation model. Finally, the overview of
the FES simulator is presented along with the preliminary results produced with the simulator.

Content. The European Student Moon Orbiter (ESMO) is planned to be the first European student mission to the
Moon. The ESMO represents a unique and inspirational opportunity for university students, providing them with
valuable and challenging hands-on space-project experience in order to fully prepare a well-qualified workforce
for future ESA missions in future decades [2].

ESMO student teams, supported by faculty staff, will produce a complete spacecraft from scratch. Its mission will
be to fly towards the Moon, place itself into a stable Moon orbit, acquire images of the Moon with a narrow-angle
camera and transmit them back to Earth for education outreach purposes. Additional measurements relevant to an
advanced technology demonstration, lunar science and exploration will be executed as well [1].

A team from the University of Ljubljana entered the ESMO project with the aim to produce a Functional Engi-
neering Simulator (FES) that will allow the project teams to model the spacecraft’s functions and performance at
various stages in the mission and simulate the operational environment, including ground-station contacts. Our
work began on the foundations that were set by the teams of University Carlos III of Madrid, Polytechnic Uni-
versity of Madrid and Polytechnic University of Milano, which produced an early form of documentation and
simulators. A Functional Engineering Simulator was then created that combines the propulsion, the power and the
navigation subsystems and puts them into the virtual space around the Earth and the Moon, where experiments can
easily be executed.

The article presents the spacecraft’s dynamics with the major forces and torques effecting the orbit and the attitude
of the spacecraft. This overview of the spacecraft’s dynamics is encapsulated in the orbit and attitude propagation
models, which are presented in the paper. These mathematical models were then used to produce the Simulink
models of the spacecraft and its components. Together they form the Functional Engineering Simulator of the
spacecraft. The simulator architecture, that was developed for this purpose, enables the execution of the predefined
scenarios in various stages of the mission. After each simulation run, a mission report is generated automatically,
based on the predefined scenario template.

Results. For the purpose of identifying the best solver for use in the simulator, the results of two tests are pre-
sented in the paper. In both tests, Earth and spacecraft were modelled as point masses with initial conditions of the
spacecraft for the stable low Earth’s orbit. To allow more transparent simulator validation process without the loss
of generality, the effects of drag, gravity perturbations and solar radiation pressure were excluded. This enabled
us to compare the results with analytically calculated orbit, based on Keplarian elements. In both tests, numerical
stability and computational burden on the system were analyzed. Using a model with all on-board systems acti-
vated, the first test mainly focuses on differences in computational burden of the simulator using different solvers,
while in the second test, only the spacecraft’s dynamics was evaluated in the interval of one virtual Earth day and
numerical stability of solvers was observed. The results show that the solvers ode45, ode23 and odel13 solvers
are very similar in numerical stability with simulation execution times decreasing in the the same order as solvers
were listed.

The third test was used to demonstrate the power budget analysis in the special use case scenario. As the spacecraft
is an autonomous vehicle, the power budget analysis has a major importance in spacecraft design. In the simulated
scenario, spacecraft is left spinning with some onboard components (e.g. communication equipment) turned on
every 10 seconds with the 2 seconds duty cycle. Results of the simulation are two graphs, one showing the
combined current of both solar panels and the second showing the battery charge state during experiment.

[1] ESA: ESMO mission. http://www.esa.int/esaMI/Education/SEMLOMPR4CF_O.html, 2007.
[2] Walker, R. and Cross, M.: The European Student Moon Orbiter (ESMO): A lunar mission for education,
outreach and science. Acta Astronautica, 66 (7-8), 1995, pp. 1177-1188.
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Introduction. Modeling and simulation of multi-physics dynamical systems is an important issue in many in-
dustrial applications. In modern simulation packages such as DYMOLA or MATLAB/SIMULINK modeling of
multi-physics systems is done in a modularized way, based on a network of subsystems for the different physical
domains that again consists of simple standardized components which are coupled together via certain interface
conditions. This approach is successfully used in circuit simulation and has become industrial standard in multi-
body dynamics or mechatronics. This modeling of dynamical systems via a network of subcomponents leads to
differential-algebraic equations (DAEs). In most simulation environments computer-algebra packages and sym-
bolic differentiation are used on the whole flattened system of equations to identify and resolve the constraints and
interface conditions in order to obtain a system in minimal coordinates. The disadvantage of this approach is that it
produces formulas with bad numerical properties. Even worse the numerical solution can deviate from constraints
and interface conditions since this information is no longer accessible in the underlying ODE system. This leads
to physically questionable results (e.g. numerical damping or numerical dissipation). Also stabilization techniques
used to avoid drift-off from the constraint manifold fail frequently, in particular for models with different time-
scales or different levels of discretization accuracy. In order to get a grip on these problems, in this contribution
a new remodeling approach for coupled electro-mechanical systems is introduced. At first each subcomponent is
remodeled based on the strangeness-index concept [3] and index reduction by minimal extension [2]. Here, the
special structure of the uni-physics component is incorporated to produce a minimally extended index 1 system
using the system equations and some of its derivatives and introducing a minimal set of new variables. In this
index 1 system all explicit and implicit constraints are available, such that the initialization process is easy and the
numerical solution stays on its manifold. Furthermore, the variables keep their physical meaning. In a second step
the index of the coupled system can be analyzed.

Modeling of coupled electro-mechanical systems. We consider coupled electro-mechanical systems, i.e., sys-
tems that are composed by interconnection of several subsystems that form either a mechanical multibody system
or an electrical system. It is well-known that the equations of motion of constraint multibody systems form DAEs
of index 3. For the electrical subsystems the dynamics can be described via the modified nodal analysis (MNA).
The index of the MNA equations can be determined based on the topological structure of the electrical network. In
particular, it is well-known that loops in the graph consisting only of capacitances and voltage sources or cutsets
that contain only inductances and/or current sources lead to index-2 DAEs [1]. We consider coupled system where
each subsystem .7} is given by

Fi(t,x;,%;,u;,u;) =0, (1)

7

denoting a DAE describing the dynamical behavior of the subsystem with state x; and input ;. The coupling

of subsystem ., with subsystems §”jl Yo ,5’]./( is done via the coupling condition u; = G; ; oy (tpcl.1 Yo ,xjk),
describing the connection of the outputs of subsystems le yenn 75”].‘ « to the input of subsystem ..

Remodeling and index analysis. Coupling of two subsystems can easily lead to high index DAEs, in particular
to systems of index higher than 3. The proposed new remodeling approach basically consists of two steps. In the
first step of the remodeling procedure we compute a minimally extended index 1 formulation for each subsystem
using index reduction by minimal extension. Here, the special structure of the subsystem (i.e., electrical circuit or
mechanical multibody system) is incorporated to decide which equations have to be differentiated and which new
variables have to be introduced in order to extend the system size in a minimal way leading to a system of index
1. In a second step we analyze the index of the coupled system. We will present conditions that specify in which
cases the coupled system is again of index 1, and in which cases an increase of the index due to coupling occurs.

[1] D. Estévez-Schwarz and C. Tischendorf. Structural analysis of electric circuits and consequences for MNA.
Int. J. Circuit Theory Appl., 2000, 28(2): 131-162.

[2] P. Kunkel and V. Mehrmann. Index reduction for differential-algebraic equations by minimal extension.
Zeitschrift fiir Angewandte Mathematik und Mechanik, 2004, 84:579-597.

[3] P. Kunkel and V. Mehrmann. Differential-Algebraic Equations — Analysis and Numerical Solution. EMS
Publishing House, Ziirich, Switzerland, 2006.
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Introduction. Nanowire field-effect transistors (NWFETSs) are attractive sensing devices with a wide range of
applications. In order to make NWFETs suitable for medical purposes the nanowire based on semiconducting
materials is covered with a dielectric layer functionalized with immobilized probe molecules. In an electrolyte
with target molecules, e.g., blood, the targets bind to the probes and in turn influence the charge in a boundary
layer, which induces a field effect. Due to the high surface to volume ratio of the nanowire, high sensitivity and
selectivity can be reached. Despite the experimental progress, many processes are not fully understood and hence
modeling and simulation are crucial on the way to optimal sensing devices [1].

Model. To characterize such devices, two important issues need to be solved, which result in high computational
cost: the charges of the molecules are in Angstrdm range and the nanowire is of micrometer length, leading to a
multiscale problem. Furthermore, a simplification to smaller dimensions than 3d is not preferable due to the real-
world boundary conditions. Fortunately, such multiscale problems can be solved with a homogenization method by
splitting the charge into a nanowire and a boundary layer part [2]. The computational cost can be further reduced
by a parallelization method.

The NWFET is modeled by three material dependent PDEs. The transport in the nanowire is described by the
Poisson drift-diffusion system and the aqueous solution is modeled by the Poisson-Boltzmann equation. Models
for the boundary layer can be of microscopic, macroscopic or empirical type. Recently we used Metropolis Monte-
Carlo simulations to characterize the boundary layer charge of a DNA sensor [1]. The resulting system of PDEs
with jump conditions at an interface I" are expressed as

-V (&iqVV) = =2nsinh(yV) in Qjq, -V (&VV) =q(p —n+ Caop) in Qg;,
V- (exVV)=0 in Qox, V-J,=R
V( +H)—-TVx—)=a onT, V.-J,=-R
gigVvV (x+) —ex VvV (x—) =B onT, Ju =D, Vn— u,nVv

Jp=—D,Vp—u,pVVv

which we solve for the electrostatic potential V, the electron density n, and the hole density p. The macroscopic
dipole moment density o and the macroscopic surface charge density B arise from the homogenization method.
We proved existence and local uniqueness of this system around thermal equilibrium. In order to get accurate
results it is important to solve the PDE system self-consistently with an enhanced Scharfetter-Gummel iteration
scheme [3]. Due to 3d simulations we have to deal with a very large linear system and hence a parallelization
method is inevitable.

Parallelization. Consequently we derived a novel finite-volume tearing and interconnecting (FETI) method based
on the work of Farhat and Roux including the coupled heterogeneous system of the Poisson drift-diffusion equa-
tions, the linearized Poisson-Boltzmann equation, and jump conditions arising from the homogenization method
as stated above.

This method works as follows: the system is discretized with a finite-volume method and then split into boxes.
These boxes are glued together with Lagrange multipliers which are computed with a preconditioned conjugate
gradient method. Within this glueing, the jump conditions are easy to implement in the discretized form and do
not affect the usual condition number for FETI methods.

Conclusion. It is now possible to study such bio-functionalized NWFET devices from a physical and geometrical
point of view. Our investigations help to understand devices based on NWFETs and can give a guideline on how to
reach optimal sensitivity [1].

[1] Baumgartner, S., Vasicek, M., Bulyha, A., and Heitzinger, C.: Optimization of nanowire DNA sensor sensi-
tivity using self-consistent simulation. Nanotechnology, 22(42) 2011, 425503/1-8.

[2] Heitzinger, C., Mauser, N., and Ringhofer, C.: Multiscale modeling of planar and nanowire field-effect
biosensors. SIAM J. Appl. Math., 70(5) 2010, 1634-1654.

[3] Baumgartner, S. and Heitzinger, C.: Existence and local uniqueness for 3d self-consistent multiscale models
of field-effect sensors. Commun. Math. Sci., 10(2) 2012, 693-716.
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Inverse simulation is a technique used in the modelling of dynamic systems to find time histories of input
variables that provide a set of required model output responses without the need for an analytically-derived
inverse model. This has relevance for many engineering systems design problems, especially where
nonlinearities are significant as, for example, in the case of actuators where amplitude and rate limits may be
critically important in meeting given performance requirements. Examples of application areas in which inverse
simulation methods have proved particularly useful include flight mechanics and agility investigations for fixed-
wing aircraft and helicopters and much useful background information may be found in a review paper by
Thomson and Bradley [1].

One method of inverse simulation that has received renewed attention in recent years involves the use of
feedback principles [2]. In this approach, which can be traced back to methods of inverse function generation on
analog computers, high gain feedback loops are applied around the model. The reference inputs for this feedback
system represent the required outputs and the inverse solution is provided by the signal(s) applied as input(s) to
the model. If the feedback design can be implemented successfully in simulation an inverse simulation solution
can be generated for any desired form of output (subject to any relevant constraints). One important feature of
this approach to inverse simulation is that it provides physical insight that can be missing with more traditional
approaches to inverse simulation such as iterative gradient techniques [1] .

The full paper describes an application of the feedback systems approach to inverse simulation studies involving
a nonlinear dynamic model of an unmanned underwater vehicle (UUV). An outline of the nonlinear model of the
UUV is provided. Feedback loops are designed around the model for selected sets of output variables, such as
surge velocity, pitch rate and yaw rate. Inverse solutions are generated that provide the model inputs required for
the specified manoeuvres and it is shown that the feedback approach provides accurate and useful inverse
solutions for appropriate choices of feedback structure and associated gain factors.

One important feature of the feedback approach is that the design a feedback system for an inverse model is, in
general terms, much less demanding than the design a feedback system for a control application involving a
system of similar complexity. Issues relating to the response of the closed-loop system to external disturbances,
insensitivity to measurement noise and robustness in terms of model uncertainties are all irrelevant for inverse
simulation since disturbances and measurement noise are not present. The model is known so there are no issues
of robustness (other than numerical robustness). Relatively simple methods of feedback design involving high-
gain solutions and state-variable feedback can therefore be considered for the model inversion application.
Although problems of numerical stiffness can arise, these should not create major difficulties with an appropriate
choice of numerical integration algorithm.

It is concluded that inverse simulation methods can provide engineering design insight that is different from the
understanding that comes from conventional modelling and simulation studies. Viewing the problem in terms of
the inputs that are needed to achieve a defined pattern of outputs provides the investigator with information that
is potentially important for use in design of the engineering system and it is believed that this understanding
would not be so readily obtained using traditional modelling and simulation tools. It is also believed that the
results included in the paper support the view that the feedback approach provides a viable alternative to other
techniques for inverse simulation and model inversion.

[1] Thomson, D. and Bradley, R.: Inverse simulation as a tool for flight dynamics research- Principles
and applications, Progress in Aerospace Sciences, 42 (2006), 174-210.

[2] Murray-Smith, D.J.: Feedback methods for inverse simulation of dynamic models for engineering
applications, Mathematical and Computer Modelling of Dynamical Systems, 17 (2011), 515-541.
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In 2010, refrigeration caused 14% of Germany’s total electrical energy consumption In other countries this number
might even be higher. The majority of refrigeration systems is based on vapor compression cycles. It is well known
that proper control of these systems provides a significant potential for energy savings.

Vapor compression cycles however are highly nonlinear systems. Modeling and control design for these systems is
a nontrivial task. With the recent advance of electronic actuators like variable-speed fans, pumps, or compressors
and electronic expansion valves, the number of possible control inputs has increased. On the one hand, this
provides additional possibilities for efficient control algorithms, while on the other hand strong cross couplings of
inputs and outputs lead to hard challenges for control design based on classical PID controller.

The principle of Model Predictive Control (MPC) seems to perfectly suit vapor compression cycles. Cross-
couplings in multi-input-multi-output (MIMO) systems can be handled very efficiently and energy efficiency can
be explicitly taken into account. The idea of MPC is to use a mathematical process model to formulate an op-
timization problem and determine appropriate control actions by repeatedly solving this optimization problem.
One usually distinguishes between MPC, using linear process models, and Nonlinear Model Predictive Control
(NMPC), using nonlinear models. A detailed description of this approach can e.g. be found in [3]. By now there
are only few (N)MPC applications reported in literature that deal with the problem of controlling vapor compres-
sion cycles.

Elliott and Rasmussen [2] suggest an MPC scheme for multi-evaporator cycles. They use a local MPC controller
for each evaporator and employ linear process models determined by system identification. Leducq et al. [4]
use a nonlinear process model based on first principles such as energy and mass balance equations. Solving the
resulting nonlinear optimal control problem takes considerable more computation time. The suggested NMPC
scheme therefore required a comparably long sampling time of 20 seconds. Because expansion valves need much
shorter sampling rates, it is controlled by an additional PID controller instead of NMPC. They use a single shooting
discretization of the optimization problem with a time horizon of 80 seconds. The choice of integration algorithm
and the resulting ODE discretization is not addressed.

In this contribution we present a new NMPC scheme for vapor compression cycles and demonstrate its applicability
to real-time simulation experiments. The underlying process model is based on first principles and accurate fluid
property data. A new method for efficient computation of fluid property data using bicubic spline interpolation
is presented. In our NMPC scheme, the arising Optimal Control Problems (OCP) are solved by a fast structure
exploiting Direct Multiple Shooting method, as first introduced by Bock and Plitt [1] and extended in a series of
subsequent works, cf. [5] for a more recent presentation. This fast method allows us to use NMPC directly on all
controls including expansion valve opening. In contrast to [4], we don’t require local PID controllers to handle
fast transients. The chosen sampling rate is only 0.5 s, and could be reduced further if required by the process
dynamics.

[1] Bock, H.G. and Plitt, K.J. (1984). A Multiple Shooting algorithm for direct solution of optimal control
problems. In Proceedings 9th IFAC World Congress Budapest, 243-2477. Pergamon Press.

[2] Elliott, M.S. and Rasmussen, B.P. (2008). Model-based predictive control of a multi-evaporator vapor com-
pression cooling cycle. In American Control Conference, state 3, 1463—-1468. leee, Seattle.

[3] Findeisen, R. and Allgower, F. (2002). An Introduction to Nonlinear Model Predictive Control. In 21st
Benelux Meeting on Systems and Control.

[4] Leducq, D., Guilpart, J., and Trystram, G. (2006). Non-linear predictive control of a vapour compression
cycle. International Journal of Refrigeration, 29(5), 761-772.

[5] Leineweber, D.B., Bauer, 1., Schifer, A.A.S., Bock, H.G., and Schloder, J.P. (2003). An Efficient Multi-
ple Shooting Based Reduced SQP Strategy for Large-Scale Dynamic Process Optimization (Parts I and II).
Computers and Chemical Engineering, 27, 157-174.
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Introduction. Wind turbines are an attractive green alternative for power production, and this technology is
presently experiencing widespread deployment. The growth of wind power production has spurred intensive re-
search on all aspects of the technology.

The application of automatic control to wind turbines allows for greater power production and lessened aerody-
namic loads. Active motion suppression is also being pursued. With the advent of floating wind turbines, the
required analysis, modeling and control requires an increased level of sophistication. This also holds with respect
to control engineering.

Modeling the wind-turbine for control. When applying automatic control, a simple but accurate model is
usually required. The scope of the model must be chosen so as to capture the most important effects relevant for
the desired control objectives. The model must also be put on an appropriate mathematical form. In control theory,
a finite number of ordinary differential equations are most often used.

A wind turbine does not yield easily to a linear model, but is in fact highly nonlinear. This is particularly true
in the aerodynamic modeling. Simple control models have hitherto been based mostly on local linearizations, or
lookup-tables to generate a suitable system.

The rotor, as apart from its support structure, gives rise to the majority of effects in need of nonlinear modeling.
The present work describes a simple nonlinear rotor model, which under some assumptions, yields a complete
model for a wind turbine rotor. First principles are used where applicable, when developing the model. A vectorial
form is used, yielding a compact and translucent model, composed of nine ODE’s. The resulting model describes
the dynamics of a rigid rotor, free to move in all six degrees of freedom, incorporating an unsteady aerodynamic
model. This freedom is necessary for modeling a floating wind turbine, which does not have a fixed base. The
model is shown to have several special properties relevant for control design.

A procedure is outlined, that describes how the parametric model may be fitted towards results from more so-
phisticated numerical wind turbine performance tools. The industry standard Blade-Element-Momentum (BEM)
approach is used to calculate forces and moments on the rotor disk at a large set of operational states. These
states cover the operational envelope of the turbine, as well as offsets caused by control action or a changing wind
environment. The model parameters are subsequently adjusted by utilizing weighted nonlinear least squares to
minimize the steady state model error with respect to the BEM. A Gauss- Newton iteration is used. Importantly,
the weights are selected so that the cumulative weighted probability of wind speed is the same in the model data-set
as at the turbine site. This probability is assumed to follow a Weibull-distribution. An ad-hoc data weighing is
thereby avoided.

The structure of the model is quite simple, and very efficient in simulations, when compared to tools of similar
scope. A simple nonlinear model will allow researchers to leverage the large field of nonlinear control towards wind
turbine applications. The model is novel, due to its relaxed inflow treatment, the rigorous parameter estimation
scheme, as well as its vectorial form.

The model replicates the steady state behavior simulated by more advanced tools with good accuracy, thus obvi-
ating the need for lookup tables. The transient performance is validated against experiment with excellent results.
However, the present approach fails to model cyclical loads at yaw offsets properly, although the steady forces are
captured well.
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Introduction. In practice, e.g. in active structural control [4], and in optimal control of robots [1], optimal control
problems depend on several random variables, such as random initial values, random dynamic parameters, random
environmental parameters, random applied loadings/payloads, etc.. In order to obtain optimal controls most insen-
sitive with respect to random parameter variations, hence, robust optimal control, the problem is modeled in the
framework of optimal control under stochastic uncertainty: Minimization of the expected total costs arising along
the trajectory, at the terminal time/point and from the control input subject to the dynamic equation and possible
control constraints. As is well known, e.g., from model predictive control [3], optimal feedback controls, e.g. of
PD- and PID-type, can be approximated very efficiently by optimal open-loop feedback controls. Optimal open-
loop feedback controls are based on a certain family of optimal open-loop controls. Hence, for practical purposes
it is sufficient to determine optimal open-loop controls only. Extending the construction for the deterministic case,
stochastic optimal feedback control laws are constructed by taking into account still the random parameter varia-
tions of the control system. Thus, corresponding to deterministic open-loop feedback controls, stochastic optimal
open-loop feedback controls are obtained by computing first stochastic optimal open-loop controls on the remain-
ing time intervals #, <t <ty with o <1, <t;. Evaluating then these controls at the corresponding intermediate
starting time points #, only, the stochastic optimal open-loop feedback control law is obtained.

Stochastic optimal open-loop control. For the computation of stochastic optimal open-loop controls at each
starting time point #;, to <, < ty, the stochastic Hamilton function Hof the optimal control problem under stochas-
tic uncertainty is introduced. Then a H-minimal control (law) can be determined by solving a finite-dimensional
stochastic optimization problem [2] for minimizing the conditional expectation (with respect to the information .o
up to time #) of the stochastic Hamiltonian subject to the remaining deterministic control constraints at each time
point . Having a H— minimal control, the related two-point boundary value problem with random parameters
is formulated for the computation of the stochastic optimal state and adjoint state trajectory. In case of a linear-
quadratic control problem, which arises often in engineering practice, the state and adjoint state trajectory can be
determined analytically to a large extent. Inserting then these trajectories into the H-minimal control, stochastic
optimal open-loop controls are found. Having a stochastic optimal open-loop feedback control on each remaining
time interval #, <t <ty with 7o <1, <1y, the stochastic optimal open-loop feedback control law follows then
immediately by evaluation each of the obtained stochastic optimal open-loop control on #, <t < tr just at the
corresponding initial time point ¢ = #;,.

Approximations Several approximations for solving the occurring two-point boundary value problem are dis-
cussed. A central problem is here the construction of suitable approximations of the fundamental matrices related
to the occurring system matrix of the dynamic equation. In the linear-quadratic case the H — minimal controls
can be determined explicitly. Moreover, depending on the properties of the (random) system matrix A = A(¢, ®),
solutions of the Hamiltonian system can be found explicitly and in real-time. Thus, appropriate approximations
with corresponding error estimates are considered as follows: i) Approximation of the system matrix A(¢,®) on
each remaining time interval 7, < < f; by the matrix A(#;, @), being constant with respect to time 7. Then the
fundamental matrices of the system and the adjoint system can be determined by means of the matrix exponential
function. Real-time computations are possible. Moreover, error estimates are found by means of the perturbation
theory of systems of ordinary differential equations. Generalizing this approach, we consider also the ii) Approx-
imation of the system matrix A(f,®) on each remaining time interval #, <t < f; by matrices being piecewise
constant with respect to time ¢.

[1] K. Marti, Adaptive Optimal Stochastic Trajectory Planning and Control (AOSTPC) for Robots. In: Dynamic
Stochastic Optimization, (Eds.: K. Marti, K., Y. Ermoliev, G. Pflug), Springer-Verlag, Berlin-Heidelberg-
New York, 2004, LNEMS Vol. 532, pp. 155-206.

[2] K. Marti, Stochastic Optimization Problems, 2nd edition. Springer-Verlag, Berlin-Heidelberg-New York,
2008.

[3] J. Richalet, A. Rault, J.L.. Testud, J. Papon, Model Predictive Heuristic Control: Applications to Industrial
Processes. Automatica, 1978, 14, 413-428.

[4] T.T. Soong, Active Structural Control: Theory and Practice. Longman Scientific and Technical, J. Wiley,
New York, 1990.
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Abstract: Simulations and analysis of periodic systems can be unacceptably expensive and time-
consuming when the systems are very large. Hence, model reduction is an efficient tool which helps
the scientists and engineers to replace the large periodic models by smaller models which are amena-
ble to fast and efficient simulation and which still preserve the input-output behavior of the original
large models as good as possible.

We consider the linear periodic time-varying (LPTV) descriptor system
EiXip1 = Aex+ By, ye =Cexe,  k=0,1,...,K—1, (1

where Ei,A; € RV, B € R C, € RP*", x; € R" is the state vector, u;, € R™ is the control input,
and y; € R? is the output. The coefficient matrices are periodic with a period K > 1. The matrices
E} are allowed to be singular for all k. Analysis of LPTV descriptor systems and their applications
to model reduction are strongly related to the generalized projected periodic discrete-time algebraic
Lyapunov equations (PPDALEs), for k=0,1,...,K—1,

AXAL — E X1 Ef = Qi(k)BBLOi(k)T, X, = 0,(k)G,0,(k)T, (2)

where X = X)), and Q;(k),Q,(k) are the spectral projectors corresponding to the k-th left and right

deflating subspaces of the periodic matrix pairs {(Ey,Ax) ,’(:01 corresponding to the eigenvalue at
infinity [1,2].

The numerical solution of (2) has been considered in [2,1] for time-varying matrix coefficients. All
these methods are not suitable for large scale problems, because the computational complexity for
solving such a Lyapunov equation (2) using direct methods is at least of order ¢'(Kn?), and they
require extensive storage. Here we discuss the structure preserving iterative solution of the PPDALEs
(2). Two algorithms have been presented. The first one works with the cyclic lifted representation
of the corresponding PPDALESs, and the second algorithm works directly with the periodic matrix
coefficients. A low-rank version of this method is also presented, which can be used to compute low-
rank approximations to the solutions of PPDALEs. Both the algorithms are efficiently implementable
for large-sparse periodic systems. Numerical results are given to illustrate the efficiency and accuracy
of the proposed methods.

References

1. E.K.-W. Chu, H.-Y. Fan, W.-W. Lin, Projected generalized discrete-time periodic Lyapunov
equations and balanced realization of periodic descriptor systems. In: SIAM J. Matrix Anal. Ap-
pl., 2007, 3(29): 982-1006.

2. P.Benner, M.-S. Hossain, T. Stykel, Model Reduction of Periodic Descriptor Systems Using Ba-
lanced Truncation. In: Model Reduction in Circuit Simulation, (Eds.: P. Benner, M. Hinze, and J. ter
Maten) Lecture Notes in Electrical Engineering, Springer-Verlag, Heidelberg, 2011, (74): 193-206.
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This contribution considers an adaptive control method based on a cognition-based framework to stabilize un-
known nonlinear systems in real time. Although important improvements have been made to deal with the control
problem of unknown nonlinear system, the processes of both modeling and designing control input for different
nonlinear dynamical systems are still mostly accomplished by humans. In order to solve this task, a cognition-
based framework has been developed for the controller to stabilize the dynamical behavior of unknown systems.
Using this framework, the controller requires neither the information about the systems dynamical structure nor the
knowledge about system physical behaviors. The task is solved using only the system outputs, which are assumed
as measurable.

The structure of the proposed framework is composed of four main elements: perception and interpretation, sta-
bility criterion, planning, and execution. The system to be controlled is as a part of the external environment. To
realize this framework, a dynamic recurrent neural network (DRNN) has been selected in the element perception
and interpretation, because it is able to identify system behavior in a predefined local time interval online without
previously assumed knowledge about the systems and the environment [1]. The stability criterion is setted up with
data-driven quadratic stability criterion [2], which can establish a relationship between the system outputs and the
stability of motion of the system in real time. In the framework above, state feedback control is utilized with the
equation u(t) = —K(¢)y(¢), which means that the procedure of defining actual system input u is the procedure of
online searching a suitable state feedback gain K(z). By using DRNN, the system outputs for the next predefined
time interval can be predicted at the current time step, if the corresponding system inputs are known. That means,
each possible state feedback gain can be used to generate control input and the corresponding control input can
be judged whether it can lead the system stable during the predefined time interval using both DRNN and data-
driven quadratic stability criterion. In this process, the most suitable state feedback gain can be determined using
a suitable time-relevant criteria. With this control strategy, the system states for the next predefined time interval
can always be planned at the current time step and the system stability is guaranteed by the stability criterion. The
proposed controller is applied to the pendulum system described by

{X](l‘) = xz(t) (1)
X2(t) = —10sin(x;(¢) — @) —x2(¢) +u(?).

to demonstrate the successful application and performance of the method, as shown in the following figure.
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Phase portrait of the pendulum system by using proposed controller

It is clear, that the desired control goal (the pendulum should be stabilized at its upper equilibrium point [0 0]) has
been achieved by using the proposed method.

[1] Parlos A.G., Rais O.T. and Atiya A.F.: Multi-step-ahead prediction using dynamic recurrent neural networks.
Neural Networks, 13 (2000), 765-786.

[2] Zhang F. and Soffker D.: Quadratic stabilization of a nonlinear aeroelastic system using a novel Neural-
Network-based controller. Science in China Series E: Technological Sciences, 54 (2011), 1126—1133.
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The chaotic systems have been studied starting from the early 1960s by the help of Lorenz system.
Since then, other chaotic attractors, such as the Chua’s system, the Lii’s system and so on, have been
developed. In 1999, based on an engineering feed-back anti-control approach, Chen provided a new
system, described by:

x=a(y—x)
Yy=(c—a)x—xz+cy (1)
z=—bz+xy

a,b,c € R. The system is chaotic when a = 35,b = 3,¢ = 28. The question is if one can find other
properties of this system which can give a different point of view from the old ones. The main goal
of our work is to find a Hamilton-Poisson realization of the Chen’s system and to point out some
of its geometrical and dynamical properties from mechanical geometry point of view. Finding the
Hamilton-Poisson realization for a given dynamical system could be a difficult problem; this consists
in a space configuration, a constant of motion (the Hamiltonian, H) and a Poisson structure (I1), such
as the system can be put into the following equivalent form:

x=I1-VH )

Being studied by different researchers, this realization has been made for a lot of dynamics in me-
chanics (the rigid body, the Lorenz 60 system, the Goryachev-Chapligyn top, the Rikitake system),
in biology (the Lotka-Voltera system, the SIR system) or in economics (the Lagrange system). We
are looking to find the specific conditions that produce a Poisson structure for the system (1). Sin-
ce the phase portrait of the dynamics can hardly be found, establishing the Casimir’s structure and
considering the phase portrait as the intersection of the Hamiltonian and the Casimir of the struc-
ture is another important problem. Once the Poisson structure is established we can discuss stability
problems (nonlinear stability of the equilibrium points) using energy-Casimir method, we can find
the periodical orbits around the equilibrium states which are nonlinear stable (using Moser theorem)
and we can make a comparison between the phase portrait obtained as the intersection between the
Hamiltonian and the Casimir and some numerical integrators (Kahan’s integrator and Runge-Kutta 4
steps one). Numerical simulations using MATHEMATICA 8.0 are presented, too.

Acknowledgment. This paper was supported by the project "Development and support of multidis-
ciplinary postdoctoral programmes in major technical areas of national strategy for Research - Deve-
lopment - Innovation"4D-POSTDOC, contract no. POSDRU/89/1.5/S/52603, project co-funded by
the European Social Fund through Sectorial Operational Programme Human Resources Development
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Introduction. The investigation of dynamic hybrid systems is not motivated only because many real systems
exhibit hybrid behaviours, but also because the control of many complex systems is only possible through a
combination of classical continuous control laws with logic command. Among the issues to be addressed, building
observers is particularly important for control. In this paper, we will consider the state estimation of the continuous
part of switched systems assuming that the discrete state is always available. Using the bond graph tool, we
proposed a graphical method to design a switched Luenberger observer. The bond graph is used for modelling
(physical system and observer), for structural analysis (outputs redundancy, observability, stability) and for
symbolic calculus of the observer gain matrices.

Problem statement. Switched linear systems, can be modelled by (1)

{X =4, X+B, U
Y=C X
q; (1)

XeR',uer"and Y € R” are respectively state, control and output vectors. ¢,,i e {1,2,...s} represents the modes
of the system. 4 _,B_and C are respectively state, control, and output matrices in mode I . (g,,x,) is the hybrid
qi 4qi qi i i

state of the system in mode I . It is assumed that the switching law is known. The general structure of a hybrid
observer consists of a discrete observer estimates the discrete mode and a continuous observer provided the state
estimation of the continuous part of the hybrid system. In this work we assume that the discrete mode is available
and we only estimate the continuous state and we propose the switched Luenberger observer. A full order
Luenberger observer is a set of switched continuous observers, including the convergence of the global error. The
observer and the error (e =x —x ) are respectively given by (2) and (3). K is the matrix gain in mode i.

()= 4, X(0)+ B, u(t)+ K, (y(0) - 5(1) )
W) =C,.x(t)

e=(4,-K,C,) e (3)
The behaviour of the dynamics of the error is similar to that of a switching linear system. The stability of a
switching system cannot be deduced from that of each mode. Indeed a switching system may be unstable, while all
modes are stable and stable while all modes are unstable. This highlights the importance of the discrete part of the
stability of the hybrid system. Indeed, its interaction with the continuous part can stabilize or destabilize the
system. The bond graph approach has been used to study this problem based on energy considerations [2]

Bond graph approach for hybrid observer design. The bond graph approach was used for the synthesis of
observers in the case of continuous linear systems [3], [1]. By using the results of [1] we propose a switched full
order Luenberger observer for the reconstruction of the continuous state of the switching systems. Using the bond
graph approach for the synthesis of an observer allows us to free ourselves of complex calculations, since it allows
to use only the graph for analysis as well as for the symbolic computation of earnings. It also allows to use only
one bond graph model of the switched observer to all modes. Only the gains change each switch. In the proposed
switched bond graph Luenberger observer design, the bond graph is used for modelling (initial system and
observer (step3)), for structural analysis (output redundancy (step 1), observability (step 2) and stability (step 5))
and for symbolic computation of observer gains (step 4). This method is based on graphical manipulations directly
on the bond graph model without calculating and using only causality and causal paths. The proposed observer is
tested on a physical example.

[1] Pichardo-Almarza C., A. Rahmani, G. Dauphin-Tanguy et M. Delgado :Luenberger Observers for Linear Time
Invariant Systems Modelled by Bond Graphs. Journal of Mathematical and Computer Modelling of
Dynamical Systems volume 12, n°2-3, avril-juin 2006, Ed taylor and Francis.

[2] Junco S, Rahmani A, Hihi H et Donaire A :On the stability of class of switched bond graphs. ECMS2008, 3-6
June, NICISIA Cyprus, 2008

[3] Karnopp D :Bond graph in control: Physical State Variables and Observers. Journal of the Franklin Institute,
Vol.308 No.3, (1979), 221-234.
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Polynomial method in nonlinear control Over the last decade the theory of non-commutative polynomial rings
[1] has been frequently applied in the studies of nonlinear control systems. For that to be possible, the control
system, or rather its ’tangent linearized model’, has to be described by two polynomial matrices with their ele-
ments from the non-commutative ring of Ore polynomials that act on input and output differentials. Consider a
multi-input multi-output nonlinear system, described by the set of higher order input-output differential equations,
relating the inputs u;, j = 1,...,m, the outputs y;, i = 1,..., p, and their time derivatives:

y?"” :f,-(yr,...,ygni’_1>,uk,...,u,(cr"k),r: L...,p, k=1,....m), i=1,...,p.

The above system can be represented in the form P ($)dy = Q (4)du, where P({) and Q(4) are polynomial

matrices, with their elements p; j(%) and g; j(%) in the Ore polynomial ring. Polynomial approach has been used
to examine numerous modelling, analysis and synthesis problems of nonlinear control.

Advantages of the polynomial method Polynomial method has several advantages, if compared with the earlier
method, based on the differential one-forms. The most powerful argument is computation speed - the programs
taking advantage of the polynomial methods are able to produce the results remarkably faster than those based
only on the approach of the vector spaces of the differential one-forms. Moreover, the program code of the
polynomial solution is shorter and more compact, reflecting the fact that polynomial approach allows to express the
solutions of the modelling problems via explicit formulas, whereas the approach of one-forms provides only the
algorithms for the solution. What is also important, these explicit formulas coincide with the respective formulas
used in the theory of linear systems, except that in linear case the coefficients of the polynomials are real numbers,
the polynomials are applied to the variables u and y rather than their differentials and in the nonlinear case the
integration is required, when coming back from the level of polynomials to the level of equations. This brings
along the integrability restrictions, because integration is not always possible. This similarity makes the nonlinear
system theory easier to understand to the people previously familiar (only) with linear systems.

The developed software We have developed a collection of Mathematica functions for solving the modelling
problems of nonlinear control systems, based on the the theory of Ore polynomial rings. The first part of the
software includes the functions that implement the basic operations with Ore polynomials, since there is neither
built-in functions nor supplement package available for Mathematica, addressing these operations. These basic
functions include addition and multiplication, the left(right) quotient and reminder, the greatest common left(right)
divisor and the least common left(right) multiple. Some functions are extended to the matrices with their elements
from Ore polynomial rings. Rational expressions of Ore polynomials and the computations with them are also
supported. The second part contains the programs for solving modelling problems by polynomial method. The
function Realization checks whether the system given by the set of input-output equations can be transformed
into the classical state-space form and in case of the confirmative answer finds the state equations. The func-
tion Reduction finds, if possible, for the system described by the set of input-output equations, a new, lower
order representation, being transfer equivalent to the original set of equations. The transfer function/matrix of
the nonlinear system may be found by using TransferFunction. The function TransferEquivalent allows
to check the transfer equivalence of control systems described either by input-output or state equations. Finally,
the model-matching problem is addressed, that is, for the given system F, the feedforward and feedback com-
pensators can be found, such that compensated system coincides with the given system G, using respectively the
functions FeedForwardCompensator and FeedbackCompensator. All functions are designed to work with both
continuous- and discrete-time systems.

Nonlinear control package and website The above functions are part of our previously developed Mathe-
matica package NLControl, devoted to modelling, analysis and synthesis problems of nonlinear control systems
[2]. The developed programs are made partly available on NLControl web site and can be found at http:
//webmathematica.cc.ioc.ee/webmathematica/NLControl/poly. The main benefit of the web site is that
one does not need Mathematica to be installed into local computer, only internet connection and browser are
necessary.

[1] Abramov S.A, Le H.Q., and Li Z. Univariate Ore polynomial rings in computer algebra. Journal of Mathe-
matical Sciences, 131(5), 2005, 5885-5903.

[2] Ténso M., Rennik, H., and Kotta U. Webmathematica based tools for discrete-time nonlinear control systems.
Proceedings of the Estonian Academy of Sciences, 58(4), 2009, 224-240.
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A question of “how much overconsumption a renewable resource can tolerate”, which is related to a phenomenon
known as “the tragedy of the commons”, is addressed using a mathematical model, where individuals in a
population not only compete for the common resource but can also contribute to its restoration. The considered
model can realize one of two pure strategies for interaction with the resource, namely using the resource to
increase proliferation or to increase environmental capacity and become better competitors, with a full spectrum of
possible intermediate strategies. Through bifurcation analysis a threshold of system resistance to over-consumers
(individuals that take more than they restore) was identified, as well as a series of transitional regimes that the
population goes through before it exhausts the common resource. We observe that just knowing the rules
according to which the interactions occur is not enough to make accurate predictions about which strategy will
come to dominate; one also needs to know the initial composition of the population. We also come to the
conclusion that within the frameworks of the model there is no optimal strategy to avoid the tragedy of the
commons.

[1] Kareva I., Berezovskaya F., and Castillo-Chavez C.: Niche Construction and Sustainability in Resource-
Dependent Competition Models. Journal of Mathematical Biosciences (in press).

[2] Krakauer D.C., Page K.M., and Erwin D.H.: Diversity, dilemmas, and monopolies of niche construction. The
American naturalist, 173 (2009), 26-40.

[3] Karev G.: On mathematical theory of selection: continuous time population dynamics. Journal of
Mathematical Biology, 60 (2010), 107-129.
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Introduction. Anaerobic digestion (AD) is an effective biotechnological process for treatment of different
agricultural, municipal and industrial wastes. It combines environmental depollution (ecological aspect) with
production of renewable energy — biogas (energy aspect). However, AD is known as a very complicated and unstable
process in regard to the biogas reactors operation. This is due to the complicated interactions between different microbial
species as well as of the complex transformations of the organic matter affected by a variety of environmental factors. In
this context use of mathematical models is a powerful tool for investigations and optimisation of the AD [1, 2, 3].

In this paper a new mathematical model of the AD of activated sludge, including the syntrophic acetate oxidation
process, is presented and verified both by laboratory experiments in continuously stirred tank reactor (CSTR) and by
computer simulations. Parameters optimization, numerical simulations and analytical determinations of the static
characteristics of the model were performed using Simulink, Optimisation and Symbolic Toolboxes of Matlab.

Laboratory experiments. A laboratory scale anaerobic CSTR with working volume of 2 dm’, equipped with system for
automatic maintenance of constant stirring and mesophilic temperature (34 + 0.5 °C) was used. The reactor was fed once
daily. During the experiments samples for analysis of glucose, volatile fatty acids (VFA) and ammonia were taken out.

Mathematical model. The model consists of thirteen ordinary differential equations, describing the mass balances of the
main stages of this process. Four new ODE, describing the acetate oxidation and the hydrogenotrophic methanogenesis,
were developed. Additional parts, describing the acetate consumption from the acetate oxidizers and the dead cells lysis
resulting in soluble organics, were included in the model equations. The model calibration was made using experimental
data starting from known parameters values. For this purpose the changes in the concentrations of ammonia, glucose,
propionate, acetate and biogas yield after pulse addition of ammonia (with amplitude corresponding to 0.5 g/L) to the
feeding substrate were studied. A great number of optimisation procedures and computer simulations were performed in
order to receive good coincidence between laboratory and computational data. After the calibration the model verification
was performed, using pulse addition of ammonia with amplitude equal of 0.75 g/L. The comparison between laboratory and
simulation data was shown that the calibrated model reflects well the process kinetics.

Analytical study of the model was performed obtaining the static characteristics of the process (Fig. 1).

Q (dm’ biogas.dm™ medium.day™), COD (2.10% gOdm™)
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Fig. 1. Static input-output characteristics Q=0(D) and COD = COD(D) of the model

It is evident that maximum of the function Q=Q(D) exists, which is in accordance with previously known results
for simplest models [3]. The following important parameters were calculated: D,,=0.147 (day™), above which the
microorganisms will be washed out (0 < D < 0.147 (day™)); D,,x=0.1072 (day™) at which Q obtain maximal value
Qumax=0.195 (dm’ gas.dm™ medium.day™).

[1] Angelidaki, L., Ellegaard, L. E., Ahring, B. K. (1993). Biotech.Bioeng., 42, 159-166.

[2] Dochain, D., Vanrolleghem P. (2001). Dynamical Modelling and Estimation in Wastewater treatment
Processes. IWA Publishing, UK.

[3] Simeonov I. (2010). Chapter 2. Modelling and control of the anaerobic digestion of organic wastes in
continuously stirred bioreactors. In Tzonkov S. (ed.), Contemporary approaches to modeling, optimization and
control of biotechnological processes, 41-76. Prof. Marin Drinov Acad. Publ. House, Sofia.
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In influenza vaccine production the use of permanent mammalian cell lines becomes more and more important.
Besides sophisticated cell culture technologies and downstream processing methods, mathematical modeling plays
a crucial role in improving production efficiency. Most notably for analysis, experimental design and optimization
of the process, the benefit of combining extensive experiments with mathematical modeling approaches becomes
apparent.

Heterogeneity of the cell population with respect to single cell characteristics gives rise to a distributed modeling
approach. In the present contribution, a degree of fluorescence is introduced as an internal coordinate. It is
proportional to the amount of viral NP protein in the cells and can be interpreted as degree of infection. The
corresponding fluorescence distributions can be measured directly with flow cytometry. In our previous work,
the replication of equine influenza A virus in Madin-Darby canine kidney (MDCK) cells was investigated in
either deterministic [1] or stochastic [2] modeling frameworks. More recently, focus was on replication of human
influenza A strains in MDCK cell cultures [3]. Interesting new phenomena in the distribution dynamics could
be observed, like transient multimodality and reversal of propagation. In a first step, a model was derived that
uses three hyperbolic partial differential equations describing the fluorescence distributions of uninfected, infected
and apoptotic cells. Apoptosis is programmed cell death, which can be activated by a large variety of external
and internal stimuli, in particular by viral infection. It invariably leads to cell lysis and has major influence on
the process productivity. In addition, the system of PDEs is coupled to two ordinary differential equations that
depend on integral quantities of the distributed species. These equations describe active and inactive virions in
the medium, which is considered to be ideally mixed. The model includes the kinetic processes of infection,
replication of virions, release of virions, apoptosis and cell death. The kinetic parameters were assumed to be
constants or linearly dependent on the internal coordinate. In the present contribution a more detailed model is
considered in which the kinetic parameters may also depend nonlinearly on the internal coordinate. In addition, the
model is extended by a time-delay between the infection of the cells and the replication or release of the virions,
respectively. This delay describes a lag period in which a cell changes its “mode” to virus production.

Kinetic parameters are determined from experimental data. Beside time resolved fluorescence distributions ob-
tained by flow cytometry, the concentration of active virions and the total concentration of virus particles are
monitored. In order to adapt the model to the measurements an infinite dimensional inverse problem has to be
solved as the kinetic parameters depend on the internal coordinate. We follow the approach presented in [4] to
translate the problem into finite dimension. Each fluorescence-dependent parameter is approximated by a hermite
spline with a specific number of nodes. Hence the values of the constant kinetic parameters and the spline nodes
can be obtained in a weighted least squares estimation framework. For a spline representation with two nodes a
linear parameter function is obtained. In contrast to this, a spline representation with three nodes yields a non-
linear parameter dependency. For more complex parameter functions with more than three nodes the parameter
estimation became ill posed resulting in multiple local minima. Results of the estimation procedure for nonlinear
dependencies of the parameters on the internal coordinate are compared to results for linear dependencies. It is
shown that the model can be adapted adequately to the data in both cases. However, even a simple nonlinear ap-
proach using a three node representation of the distributed parameters improves the fit of the distribution dynamics
particularly for late sampling instants.

[1] T. Miiller, J. Schulze-Horsel and Y. Sidorenko and U. Reichl and A. Kienle. Population balance modelling
of influenza virus replication during vaccine production. In: Proc. 18st European Symposium on Computer
Aided, 2008, 133-138.

[2] Y. Sidorenko, J. Schulze-Horsel, A. Voigt, U. Reichl and A. Kienle. Stochastic population balance modeling
of influenza virus replication in vaccine production processes. Chemical Engineering Science, 1 2008, (63):
157 - 169.

[3] T. Miiller, R. Diirr, B. Isken and J. Schulze-Horsel, U. Reichl and A. Kienle. Population balance modelling
of influenza virus replication during vaccine production - Influence of apoptosis. In: Proc. 21st European
Symposium on Computer Aided Process Engineering, 2011, 1336 - 1340.

[4] T. Luzyanina, D. Roose and G. Bocharov Distributed parameter identification for a label-structured cell
population dynamics model using CFSE histogram time-series data. Journal of Mathematical Biology, 5
2009, (59): 581 - 603.
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Introduction. Emotion recognition on the basis of physiological data is a topic of great interest, especially in the
research of adaptive Human-Computer Interfaces. There are many approaches and systems presented in numerous
publications. Physiological responses that are typically assessed for this purpose are the cardiovascular system,
by recording the electrocardiography (ECG) or the peripheral bood volume (BVP), the electrodermal system, by
measuring the skin conductance (SC), the facial expressive system, by recording the electromyography (EMG)
of the corrugator supercilii and the EMG of the zygomaticus major and the respiratory system, by measuring
respiratory excursion. A technical companion system should be able to detect its userSs emotion and model the
user’s emotional state in order to react to it accordingly. We have developed a novel method to determine a user’s
most significant emotional change in the two emotion dimensions of pleasure and arousal on the basis of paired
data features of physiological data when comparing two events. An experiment was set up where participants
first viewed blocked IAPS picture presentations and then took part in a mental training wizard-of-oz scenario.
Six meaningful features from four physiological channels of the IAPS picture presentation data - containing two
electromyography channels (corrugator supercilii and zygomaticus major), skin conductance and peripheral blood
volume - were extracted. Three pairs of features were found to contain valuable information about emotional
changes when comparing two situations with different emotional contents. The method was then tested on a new
blocked IAPS dataset and on the wizard-of-oz interaction scenario dataset to verify its performance.

Experiments. First, blocked IAPS pictures were shown to 20 subjects. Then, a memory training wizard-of-
oz-experiment was performed. In this experiment, the participants had to solve a memory training task. In each
of the six experimental sequences (es 1-6) a number of hidden pictures was presented. The task was to uncover
all matching card pairs. The whole interaction was controled by voice. The goal of the manipulation was to
induce certain emotions in certain parts of the experiment, such as the state of high pleasure and low arousal in the
experimental sequence 6 and the state of low pleasure and high arousal in experimental sequence 4.

Emotion Identification. For all 20 subjects, after a feature extraction and baseline calculation and subtraction,
the feature values of ‘low arousal’ were subtracted from the feature values of ‘high arousal’ to determine the feature
tendencies of all six features when the dimension of arousal decreases. To determine the feature tendencies of all
six features when the dimension of pleasure increases, the physiological data of ‘low pleasure’ was subtracted from
the physiological data of ‘high pleasure’. The tendencies of three feature pair changes were analysed analysed in
those affect changes. On the basis of these empirical findigs, a method was designed which will identify the
strongest emotion out of the four emotional states ‘relaxed’, ‘tensed’, ‘positive’ and ‘negative’ with each of three
modules. A majority voting of the three module decisions will determine the most significant emotional change.
This approach derives, unlike the ‘affective computing methods’ like for example [1], from the ‘basic research’
approaches, as can be seen in [2].

[1] K. H. Kim, S. W. Bang and S. R. Kim: Emotion recognition system using short-term monitoring of physio-
logical signals. In: Medical and biological engeneering, 2007

[2] Sylvia D. Kreibig, Frank H. Wilhelm, Walton T. Roth and James J. Gross: Cardiovascular, electrodermal and
respiratory response patterns to fear- and sadness-inducing films. In: Psychophysiology, 2004
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The subject’s screen in the experimental sequences 4 (es04) and 6 (es06) of the wizard-of-oz-experiment. The induced
emotions were ‘low pleasure, high arousal’ in es04 (left) and ‘high pleasure, low arousal’ in es06 (right).
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Introduction. Collision behaviour of particles in the fluidized bed polymerization reactor and determination of the
corresponding collision time duration were analysed using Discrete Element Method (DEM). Unwanted
agglomerations and disintegrations of polymer particles cause various problems in gas- and liquid dispersion
reactors for catalytic polymerization and in the down-stream processing of polymer particles. The description of
collisions of polymer particles is based on the evaluation of the force interactions among individual particles
belonging to the statistically characterized set and of the hydrodynamic conditions in the polymerization reactor.

DEM representation of particle collision. Colliding polymer particles in the DEM representation consist of
individual mutually force interacting discrete elements. The trajectory of each discrete element is given by the
numerical solution of the second Newton’s law of movement. Binary force interactions between neighbouring
discrete elements were assumed. The binary connection is established when the distance of discrete elements is
less than or equal to the sum of their radii and is broken after the distance of discrete elements exceeds a
prescribed value of maximum elongation. Collisions of two polymer particles result in three possible mechanisms:
reflection, disintegration and agglomeration. The reflection occurs if the repulsive forces prevail the attractive
ones. Then all inter-particle connections are broken after the connected discrete elements exceed prescribed
maximum separation distance. In the case of particle disintegration some connections between discrete elements
from the same polymer particles are broken as the consequence of the collision. The agglomeration proceeds in the
case of the adsorption of the repulsive impulse by adhesive forces.

Sub-algorithms needed for DEM. The individual steps of the main algorithm of DEM are based on the following
computational sub-algorithms: the algorithm for tracking positions and velocities of individual micro-elements, the
algorithm for detecting particle pairs, and the algorithm for calculating micro-elements collision behaviour. It is
apparent that the increasing complexity of these sub-algorithms results in the dramatic increase of computational
time. For realistic simulations it is necessary to balance a complexity of the algorithms used and a reasonable
duration of the simulation.

Evaluation of the duration of the polymer particle collision. The collision time was evaluated as the time
period for which there exists at least one force connection between discrete elements from different colliding
particles. The collision time for particles having the realistic size was determined by the extrapolation of the data
obtained for smaller particles because of the limited number of discrete elements in the DEM simulation (due to
the computational feasibility). The effects of the particle size, contact area between colliding particles and their
mutual position on the time duration of the collision were investigated. The collisions of two-phase copolymers
were also modelled. The copolymer particle was assumed to consist of discrete elements of 'hard' brittle and 'soft'
sticky phases. The effect of various arrangements of both phases in the copolymer particle on the collision time
was estimated.

Comparison of the characteristic time scale of acting of adhesive forces with the collision time. The
agglomeration of polymer particles is caused by various adhesion forces (e.g. liquid-bridge force and the force
reflecting entanglement of polymer chains) acting non-instantaneously, but at a characteristic time scale.
Characteristic time of the liquid bridge formation and of the chain entanglement was compared to the collision
time obtained by simulations of collisions of polymer particles. The result of the comparison is that the duration of
the particle collision is long enough for application of these adhesive forces and thus for the formation of the
particle agglomerate.

Acknowledgement: B.L. wishes to acknowledge GA CR for the financial support of Grant No. 103/09/2066.
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Poly(B-hydroxybutyrate) (PHB) is an organic polymer, which can be synthesized by many microorganisms. PHB
serves as internal energy and carbon reserve material and provides an attractive source of bioplastics, that are
biodegradable, biocompatible and do not depend on fossil resources. The production of PHB is favored under lim-
itation of key nutrients such as nitrogen, phosphate or oxygen and can be degraded if these nutrients are available.

Homogeneity/heterogeneity of PHB production in multicellular systems is measured by means of flow cytometry
and fluorescence microscopy. Depending on the organism different patterns of behavior are observed. For Ral-
stonia eutropha, which is an already established PHB producer, a homogeneous PHB distribution was measured.
In contrast to that, Rhodospirillum rubrum shows interesting heterogeneous behavior. Rhodospirillum rubrum is
a facultative photosynthetic microorganism and offers new perspectives for biotechnological biopolymer produc-
tion. Experimental data from flow cytometry and microscopy for Rhodospirillum rubrum reveal transient bimodal
population dynamics in a batch reactor indicating bistability on the single cell level. An initially homogeneous pop-
ulation is segregating into a first subpopulation with only little amount of PHB and a second subpopulation with
relatively high amount of PHB. Both subpopulations are merging again at later time points to build a homogeneous
population again.

To gain a deeper understanding of biopolymer production in multicellular systems a multiscale modeling approach
is applied. In a first step single cell kinetics are described by a state of the art hybrid cybernetic model (HCM),
which assumes optimal regulation in view of limited resources. The HCM allows a systematic derivation of the
model equations from elementary mode analysis [3]. It is based on quasistationarity of internal metabolites, which
are eliminated from the model equations. However, PHB is an internal metabolite. Hence, the HCM approach
was extended to take dynamics of few internal metabolites explicitly into account, while for most of the internal
metabolites the quasi-steady state approximation is still applied [1].

The single cell model is then used for nonlinear analysis and the occurrence of multiple states is discussed. Based
on the single cell model a population balance model is developed, which includes cell internal regulation by means
of cybernetic variables. However, since most state variables of the HCM will translate into internal coordinates of
the population balance model the single cell model has to be reduced. This is done by using the lumped hybrid
cybernetic modeling approach (L-HCM) [2] and by approximation of enzyme levels. Depending on available
substrates and position in space of internal coordinates the population balance model is therefore able to switch
between growth and PHB synthesis.

The application of the multiscale modeling approach is first demonstrated for Ralstonia eutropha. Good agreement
between experimental data and theoretical results is shown.

Currently the multiscale modeling approach is extended to Rhodospirillum rubrum.

[1] A. Franz, H.-S. Song, D. Ramkrishna, and A. Kienle. Experimental and theoretical analysis of poly(S-
hydroxybutyrate) formation and consumption in Ralstonia eutropha. Biochem. Eng. J., 55(1):49 — 58, 2011.

[2] H. S. Song and D. Ramkrishna. Prediction of metabolic function from limited data: Lumped hybrid cybernetic
modeling (L-HCM). Biotechnol. Bioeng., 106(2):271-284,2010.

[3] J. Stelling, S. Klamt, K. Bettenbrock, S. Schuster, and E. D. Gilles. Metabolic network structure determines
key aspects of functionality and regulation. Nature, 420(6912):190-193,2002.
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Plant operator training plays a fundamental role in improving the energy efficiency of the the cement manufacturing
process and reducing CO, emissions. In particular, proper operation of the clinker cooler is crucial in a cement
industry. On one hand, the characteristics of the cooling process (e.g., residence time and temperature gradient of
the clinker) strongly affect the clinker quality and, consequently, the properties of the produced cement. On the
other hand, the energy efficiency of the clinker manufacturing process depends on how the cooler is operated.

A virtual-lab of a clinker grate cooler, intended for training of cement plant operators, has been developed. The
grate cooler model, derived from first principles, is primarily based on the model described in [1]. The model,
programmed in Modelica and simulated using Dymola, has been validated consulting cement industry experts, and
comparing the simulated results with published data and available information from cement industries.

The applied procedure for virtual-lab implementation is based on the application of the following methodologies
and software tools: (1) a systematic methodology [2] that facilitates to transform any Modelica model into a
formulation suitable for interactive simulation; (2) a free Modelica library, named Interactive [3], that allows
performing the object-oriented description of the virtual-lab view and the set up of the complete virtual-lab; and (3)
the Dymola modeling environment, used to translate the Modelica description of the virtual-lab into an executable
file. The Interactive Modelica library can be freely downloaded from http://www.euclides.dia.uned.es/

This approach, that facilitates the description of virtual-labs using only the Modelica language, has the following
three main advantages. Firstly, existing Modelica libraries and models can be employed to develop virtual-labs. If
new models need to be programmed, the use of Modelica reduces considerably the modeling effort. Secondly, as
the complete virtual-lab is described in Modelica, virtual-lab developers don’t need to use programming languages
and the source code of the virtual-labs can be exchanged easily. Finally, the executable code of the virtual-lab can
be easily distributed to the virtual-lab users, who don’t need to install any additional software to run the virtual-lab.
The main window of the virtual-lab is shown below.
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Main window of the grate cooler virtual-lab.

[1] K. Mujumdar and V. Ranade. Modeling of rotary cement kiln. VDM Verlag Dr. Miiller, 2009.

[2] C. Martin-Villalba, A. Urquia, and S. Dormido. An approach to virtual-lab implementation using Modelica.
Mathematical and Computer Modelling of Dynamical Systems, 14(4):341-360, 2008.

[3] C. Martin-Villalba, A. Urquia, and S. Dormido. Development of virtual-labs for education in chemical pro-
cess control using Modelica. Computers & Chemical Engineering, doi:10.1016/j.compchemeng.2011.10.010,
2011.
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Introduction. Nowadays, HVAC systems are state of the art in buildings and cars. To compete with private
transport, public transport operators have followed the trend and started to equip local public transport vehicles (like
metros and trams) with HVAC systems. HVAC systems in trams can consume up to 10% of the whole electrical
energy during the vehicle life cycle [1] and about one third of the total consumed energy during operation [2].

Only dynamic simulation models, where all relevant factors are considered, enable the simulation of energy con-
sumption and passenger comfort [3]. An (existing) thermal simulation model of a tram is extended using on-site
measurement data which were collected in Vienna by a tram.

Existing Model In the existing model various environmental conditions like outdoor air, radiation of the sun,
wind speed and thermal load from passengers are considered [3]. The measured indoor air temperature is compared
against the given set-point value by the controller and a control signal is calculated. The supply air is conditioned
according to the control signal by the HVAC unit and blown into the vehicle body. With the supply air and
environmental conditions a new indoor air temperature can be calculated. Therefore, the simulation model consists
of three models: a) a controller, b) an HVAC and c) a vehicle model. The parameters of the model were achieved
from climatic wind tunnel experiments. On-site measurement data was used to extend the existing simulation
model.

Model Extensions The model is extended with the effect of the doorway during station stops and the indoor
air temperature set-point is recalculated. The open doors have an effect on the indoor air, because indoor air is
replaced with outdoor air. Explicit measurements are not possible due to security and vandalism concerns. The
correction value was estimated using particle swarm optimisation.

The temperature set-point curve is derived from EN 14750-1. Closed loop simulation results of the indoor air
temperature showed significant deviations from measurement results. An explanation is, that the actual set-point is
modified by a further unknown effect. Parameters of the actual set-point function are estimated with a least-squares
algorithm.

Simulation MATLAB is used as simulation platform. Measurement data were provided, sampling time is 10s.
One measurement day lasts for about 20 hours. Simulation of a whole measurement day takes about 6-10min
(including pre- and post processing) on a single core processor.

[1] Struckl, W. M. Green Line - Umweltgerechte Produktentwicklungsstrategien fiir Schienenfahrzeuge auf Basis
der Lebenszyklusanalyse des Metrofahrzeuges Oslo. PhD thesis, Vienna University of Technology, 2007

[2] Haller, G. and Kreitmayer, M. Climatic wind tunnel test for higher energy efficiency. In: Railvolution, M-
Presse plus, 38 - 40

[3] Hofstadter, R. N. and Kozek M. Holistic Thermal Simulation Model of a Tram. Conference on Computer
Modelling and Simulation, proceedings, Brno, 2011.
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Introduction. The Klagshamn municipal wastewater treatment plant (WWTP) in Sweden uses mechanical and
chemical treatment as the primary treatment step. Thereafter, carbon is removed and ammonium is converted into
nitrate in the activated sludge (AS) process. Nitrogen removal occurs in a subsequent moving-bed biofilm reactor
(MBBR™) with ethanol as an external carbon source. In 1998, a study predicted that the Klagshamn WWTP
would reach its maximum capacity for nitrogen within 15 years due to the increasing number of connected
households. A possible extension of the MBBR™ volume or carrier-filling degree was determined to be too
costly. Converting the WWTP into a chemical-free plant that could provide the required capacity is a major
challenge. Therefore, Jonsson et al. [1] investigated the predenitrification potentials by applying primary sludge
hydrolysis. To reduce the nitrogen load into the MBBR™, between 12.5% and 25% of the AS volume could be
used for denitrification and 50% of the external carbon source could be saved. To determine the corresponding
values in a full-scale application, dynamic variations such as flow, temperature and wastewater compound
concentrations are needed.

Dynamic wastewater modelling was able to effectively evaluate the AS process on other full-scale WWTPs and
applied to simulate possible scenarios for the Klagshamn WWTP. However, due to cost and time limitations, the
characterisation of the wastewater compositions and variations are less satisfactory when modelling over a full
year of operation. In addition, the Swedish Environmental Protection Agency stipulates that wastewater should be
sampled on a 24 h flow-proportional basis, resulting in a limited number of samples that can be used for plant
control. Therefore, the amount of analysed wastewater compounds can vary and lead to limited data on some of
the main wastewater components. A method for generating reasonable estimates of the missing wastewater
compound concentrations over the course of a year needs to be established.

Methods. The full-scale properties of Klagshamn WWTP were applied to the wastewater treatment simulation
tool EFOR [2] based on the Activated Sludge Model (ASM) 2d [3]. To reflect the measured data (including
hydraulic variations), the model was empirically calibrated to match the actual suspended solid (SS) measurements
in the AS and the secondary settler. The wastewater treatment plant properties, process adjustments, and the
wastewater treatment model that was implemented described as the reference scenario.

Linear regression was performed to estimate the missing values and establishing a complete annual time series of
the incoming wastewater composition based on measured laboratory values is presented. The estimated values
were compared with literature because some compounds appear in municipal wastewater in typical ratios.

Results. A reference scenario in the dynamic modelling tool reflecting the actual full-scale performance of
Klagshamn was established. A complete annual time series of the incoming wastewater composition based on
measured laboratory values was established and incorporated into the dynamic model. Furthermore, the
implementation of primary sludge hydrolysis estimates into the reference scenario indicated a potential for
removing a total nitrogen load of 25 tN-a™', which corresponds to 3.1 gN'm™ less into the downstream process.

Conclusion. Dynamic wastewater treatment simulation was applied in this study and shown to be a valuable tool
to quickly evaluate the potential operational changes without the risk associated with full-scale testing. Routine
measurements made at most plants are not performed with the time resolution desired for modelling purposes.

[1] Jonsson, K., Pottier, A., Dimitrova, I. and U. Nyberg. (2008). Utilising laboratory experiments as a first step to
introduce primary sludge hydrolysis in full-scale. Water Science and Technology, 57, 1397-1403.

[2] EFOR 2003.0. (2003). DHI Hersholm, Harsholm, Denmark; software available at
http://www.dhisoftware.com/efor.

[3] Henze, M., Gujer, W., Mino, T., Matsuo, T., Wentzel, M.C., Marais, G.V.R. and van Loosdrecht, M.C.M.
(1999). Activated sludge model No. 2d, ASM2d. Water Science and Technology, 39, 165-182.
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Introduction. The initial investment costs for a production plant are enormous — in many cases up to 100 Mio. €,
and the entire life-cycle is up to 30 years [1]. In order to preserve existing investments and to retain the
competitiveness of the production plant it continuously has to be developed and improved further.

Challenges and state of the art. During the conception of a new production plant it is possible to anticipate future
product and production process innovations for some years. Considering the entire lifecycle of a plant up to 30
years however, it becomes obvious that the production plant has to be developed and improved further
continuously. In conseguence, parts of the software, the control hardware in combination with the electrical system
and partly also mechanical components have to be upgraded during the life cycle. Otherwise the competitiveness
of the production plant and thus also of the company running the plant is not assured anymore.

Therefore different procedures and methods have been established in the machine and plant manufacturing
industry. A manufacturing plant owner, respectively an authorized system integrator, for example, does not
develop a production plant from scratch. He rather uses existing application [3] modules from a module supplier.
Thisillustrates that modularity is akey issue and aworking variant and version management is needed.

The importance of Version and Variant Management was also demonstrated by the results of the research project
BESTVOR [2]. Thereby 60% of the 60 surveyed companies from the machine and plant manufacturing industry
stated new variants, versions and their configuration to be important, but 52% of these companies indicated that no
interdisciplinary software tool for Version and Variant Management exists yet.

So two essential topics have to be considered: @) an integrated variant- and version management of basic modules,
application modules based on product lines, and modules, which are part of production plantsin the field and b) an
interdisciplinary compatibility supervision technique to validate the compatibility of new module versions with
respect to the various application contexts and the complex dependencies between software (software design),
platform (electrical design) and/or context (mechanical design).

Concept. Both challenges can only be resolved with an appropriate tool support for variant and version
management of modular models and for model validation to supervise the interdisciplinary compatibility. To
provide this tool support a syntactic and semantic formal model is necessary. In this paper the requirements on a
holistic mathematical modeling of evolution in automation engineering are proposed.

[1] T. Hauff, ,Prozessleitsysteme: Lebenszyklus und Qualitét.”, atp - Automatisierungstechnische Praxis, Bd. 48,
Nr. 2, S. 34-42, 2006.

[2] BESTVOR, Betriebliche Einflihrungsstrategie fiir ein anwendungsorientiertes Vorgehensmodell fur die
Entwicklung zuverlassigerer mechatronischer Systeme im Maschinen- und Anlagenbau (BESTVOR). 2011.

[3] U. Katzke, B. Voge-Heuser, und K. Fischer, ,Analysis and state of the art of modulesin industrial
automation“, Automation Technology in Practice (atp) international, Bd. 46, S. 23-31, 2004.
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Introduction. The term industry-business processes (IBP) will here stand for flexible enterprises and
technologies, regional business organisations, etc., functioning at an essential dependency on spatial features of
their components and time.

Supply Chain Management (SCM) is a modern approach to coordination of resources and the optimization of
activities across the value chain to obtain competitive advantages. The objective of supply chains (SCs) is to
maximize the overall value generated. SCM focuses on an integration of suppliers and customers. Within the
SCM, two problem classes can be distinguished: cooperation and coordination.

Cooperation decisions in the SCM can be divided in strategic (supply chain design), tactics (planning), and
operations. As the term implies, strategic decisions are made typically over a longer time horizon. Supply chain
planning considers a shorter time horizon (months, weeks) and deals with demand forecasting, production and
logistics planning. Operational decisions are short term, and focus on activities over a day-to-day basis.

Brief For Our Approach. To acquire any practicable results, IBP have to be modelled as complex spatial
dynamical systems with variable structure, multiple inner and outer links. Due to unavoidable knowledge
incompleteness regarding IBP it is reasonable not to confine to classic analytic and simulating models only, but
grant means for usage of experts’ experience. So, any IBP modelling system ought to incorporate a geographical
information system (GIS) and an expert system (ES), admit dynamical simulation and to be open for operative
changes resulting from previous modelling stages. From the introduced point of view, we will describe IBP by
using generalised logic-dynamical systems with controlled structure. Such systems can function and develop
under changing conditions for goals, tasks, situations and criteria estimating efficiency and effectiveness of their
performance.

So, this study introduces an integrated modelling environment (IME) developed according to the modern
situational approach within the frames of Structured Analysis and Design Technology and intended for state
analysis and prognosis of systems described according to General Systems Theory. An open for operative
modification conceptual model of the subject domain is used as a core of the IME to maintain every stage of
modelling. Combined processing of data coming from simulation modules of the object's structure components,
embedded GIS and ES constitutes the main difference between the model and its prototypes. The IME provides
using different methods for investigation of not-enough-formalized complex non-stationary spatial objects,
ensures complex use of expert knowledge to form criteria and chose structural alternatives for more detail
studying in the simulation mode.

Then we propose an extension of the mentioned IBP model to the problem of strategic management and
comprehensive planning in a spatially distributed system of real enterprises in order to create virtual enterprises
(VESs). This problem is considered within a class of IBP structure dynamics control problems and requires a multi-
criteria optimization of IBP performance as well as reallocation of IBP control functions among nodes of the
production network.

Operative management can be implemented by an incremental coordination technique developed by authors for
multipurpose systems. The technique is based on the new necessary and sufficient conditions of coordinability for
a locally organized hierarchy of dynamic systems.

Conclusion Two main up-to-date challenges in supply management are as follows: how to plan robust supply
chains with maximal service level and minimal costs and how to control and adapt supply chains in case of
different changes and disruptions? The paper presents a novel framework of SCM to integrate SCM, Agility, VEs,
Coordinability and Sustainability. The main proposition of the approach is balancing agility (structural
excessiveness), information sharing, and virtual structural-functional reserve to increase organizations’ wealth by
producing demand-corresponding products in the most cost-effective manner through increasing responsiveness
and reaction speed to market changes on the basis of extended information coordination and continuous
comprehensive improvements / adaptation of supply chains. We describe SCM from managerial and research
prospects and present possible experimental environment and tools. In the course of supply management
developments, new case studies should be learned and new methods and tools should be developed to strengthen
the current state of the SCM approach.
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Introduction. In the early stages of hospital planning, work processes are typically modelled in a static manner,
using flow-charts or business process modelling notation as means. Diagrams of this kind are easily simulated,
however, employed process engines lack possibilities for dealing with dynamic aspects of the process which
depend on the building layout (e.g. elevators, behaviour of automatic delivery carts). If one could give planners the
opportunity to employ dynamic entities without having to change their usual workflow, one of the benefits would
be that they are not being forced to resort to naive assumptions (e.g. 15 seconds per floor) that are still
commonplace in today’s planning practice.

Contributions. Because processes are modelled in highly-formalized manner (e.g. as flow-charts), one might
think that the application of simulation lies at hand from the very start of a building project. However, such static
process descriptions lack the ability to also include aspects that depend on the building layout, such as the
transition of persons and material from one space to the other, possibly using dynamic entities such as lifts as they
move along. Resorting to naive assumptions (e.g. fixed passage times) might be inadequate (again taking the lift as
example) and, furthermore, cumbersome to elaborate: In early planning, there are usually several variants of the
spatial concept rather than only one for later phases.

Our work therefore focuses on overcoming the mentioned problems, by embedding dynamic entities into an
otherwise static process model. Broken down into further detail, our contribution consists of: (1.) A thorough look
at simulation needs in the early stages of process-driven building design. Such a survey is (surprisingly) novel, as
the community has previously targeted hospital simulation problems but not their context within the planning
process. (2.) An extension of static process simulation such that dynamic entities (acting in a spatial context) can
be represented. Technically, this is achieved by invoking an agent-based simulation on behalf of the process
simulation (i.e. a hybrid simulation).

Overview of the simulation approach used. Our central point of intervention lies in the introduction of a new
type of activity in the process diagram that was coined as agent node, that acts as an injection point for dynamic
behaviour inside the static process. Upon entering an agent node, the process execution is passivated and control is
passed to an agent simulation, which performs a spatial simulation as required by the planning process. After
finishing the dynamic simulation, control returns to the process simulation, which re-activates the process
stance.

An overview of the implantation is given in the figure below: (a.) The process definition is done in Microsoft
Visio, before being passed to a (b.) process simulation that can execute it. (c.) Furthermore, a set of agent
simulations is opened, each one covering a different aspect of dynamic behaviour needed (e.g. movement
simulation, simulation of elevators, etc.). Subsequent (d.) communication happens between the process simulation
and the agent simulations.

Audience and benefits of the approach. Our work augments the now-common working style of planners in a
non-intrusive manner, i.e. extending rather than reinventing design tools available. The choice of an agent-based
simulation on top of a process simulation fits exactly this line of reasoning. We are convinced that our elaboration
of the subject will impact not only the respective academic communities (simulation and architecture), but also
gain a large interest in the everyday practice of hospital planning.

m =
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Process Definition Agent Sun

Figure: Overview. (left) Processes drawn in Visio are (a) written to a file, which is fed into a (b) process simulation that can
execute them. Visio furthermore (c) opens a set of agent simulations, which are (d) then invoked by the process simulation for
simulating dynamic aspects of the otherwise static process, based on the building’s spatial concept.
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Motivation In many domains human operators are working with complex dynamic systems. Working field exam-
ples are the supervision of industrial processes or power plants, air traffic control, or anesthesia. Human operators
of complex dynamic systems should be able to predict future states of the system as well as the consequences
of their actions to make good decisions, to avoid errors, malfunctions, and accidents. Thereby they have to deal
with uncertainties when determining the current system state and especially when making predictions. Models of
human planning processes suggest that one of many strategies to deal with uncertainties is to use flexible plans
with an adaptable level of detail.

An assistance system imitating the human planning and proposing a flexible and adjustable plan could adapt to
occurring disturbances and should be able to propose a plan according to the operator’s mental model and thus
make a better understanding of the plan possible. This could have a positive effect on the operator’s performance
and reduce the error rate. The prerequisite for such an assistance system is the ability to represent the action space
in multiple levels of detail. This contribution will demonstrate how this can be achieved. The proposed method
assumes that the task can be modeled by discrete events and thus by a Coloured Petri Net with the consequence
that the action space can be described as a discrete state space.

Method The presented method uses the state space of the Petri Net (level 1) as input and identifies states repre-
senting possible intermediate goals of the human operator, which will constitute a more abstract state space (level
2). To identify the goal states, conditions are defined which these states must meet. These conditions can include
specific characteristics of the goal state, of possible successor states, and of the states in the path on which this
state is reached.

To generate a more abstract representation first the initial state of the detailed state space will also be defined as
the initial state of the abstract state space. Because different goals can exist in a task environment, an activation
function is needed which defines the currently active possible goals. The function is then used to determine the
goals which are active at the initial state. After that an algorithm starting at the initial state searches for states
which meet previously defined goal conditions. If a possible goal state is found, this state is added to the abstract
state space together with an arc connecting it with the initial node. These steps are repeated stating from already
identified goals. All goals found are added to the abstract state space. If this process is repeated until all goals are
identified, a state space results which describes the action space, but does not specify the particular actions. The
whole process can be repeated using the calculated state space (level 2) as input to calculate an even more abstract
state space. The repetition of the method results in multiple representation of an action space with different levels
of abstractions.

Conclusion The method described above is demonstrated at an example application. It is shown that the action
space of a task can be described by state spaces with different levels of detail. The information is decreasing with
every level and hidden in the lower levels. Further it is possible to combine the representations to describe the
next steps in greater detail and to give only the goals for the next steps, similar to the metal model of the human
operator.

This method could be used to develop assistant systems, which can propose plans with multiple levels of detail
and thus would have to change the plan less often. A drawback of this method is that it requires a complete state
space, which cannot be derived in many cases, especially if random effects like disturbances can occur in the task
environment. It is also addressed how this method could be modified to be based on partial state spaces to allow
for the use in environments with disturbances.

[1] Jensen, K., and Kristensen, L.M.: Coloured Petri Nets: Modelling and Validation of Concurrent Systems.
Springe, Berlin, Heidelberg, 2009.

[2] Oberheid, H., Hasselberg, A., and Sofftker, D.: Know your options - analysing human decision making in
dynamic task environments with state space methods. In: D. de Waard, N. Gérard, L. Onnasch, R. Wiczorek,
and D. Manzey (eds.), Human Centred Automation, Shaker Publishing, Maastricht, the Netherlands, 2011,
285-300.

[3] Soffker, D.: Systemtheoretische Modellbildung der wissengeleiteten Mensch-Maschine-Interaktion. Logos
Wissenschaftsverlag, Berlin, 2003.
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Introduction. Petri nets compose a general modelling formalism suitable for description of systems with highly
parallel and cooperating activities. Systems’ specific properties, such as conflicts, deadlocks, limited buffer sizes,
and finite resource constraints can be easily represented within a single formal model [5]. This motivated the
investigation of Petri net based optimization of manufacturing planning and scheduling problems.

Our previous work dealt with a combination of Petri net modelling and simulation approach and local search
optimization methods [2]. This paper focuses on Coloured Petri net (CPN) models of various classes of scheduling
problems and explores the possibilities of use of CPN models in conjunction with local search algorithms provided
a special type of parameterized conflict resolution strategy and neighbouring solution generation procedure are
adopted. This improves the effectiveness of CPN based exploration of solutions compared to previous works.

CPN representations of scheduling problems Deterministic scheduling problems in manufacturing are clas-
sified according to machine environment structure, processing characteristics and constraints, and objectives [4].
Standard machine environment structures lead to standard scheduling problems, e.g., open shop, flow shop and job
shop problems, which are commonly studied. The problems differ in restrictions on the job routings.

Petri nets can be used to effectively model all three standard problem classes. In particular, Coloured Petri nets
enable to develop compact models with a chosen level of abstraction, which are functionally equivalent to basic
Place/Transition model. To illustrate this, the paper shows simple examples of standard problem classes. The
models are shown in three levels of abstractions, with initial common Place/Transition Petri net structure that is
translated into two possible CPN models. The presented models can be used as modelling templates for modelling
more complex problem instances where also automatic model generation can be applied.

Neighbourhood solution generation strategy In [2] the approach is presented, which extends the Petri net
representation by predefined sequences and priorities. A sequence-supervised simulation run of the Petri net model
from the prescribed initial to the prescribed final state yields a possible solution to the scheduling problem, i.e. the
transition firing sequence represents a feasible schedule. The exploration of the solution space and the related
search for the optimal schedule can then be driven by permutations of sequence index vectors. However, the
resulting transition firing sequence can easily become infeasible, which results in a deadlock during simulation.

A possible way to avoid this is to use neighborhood generation operators that have been proposed in the operation
research literature [1]. The described solution neighborhoods are based on moves of critical operations. These
can be used in CPN based simulation-optimization if a correspondence of a critical path and the sequence index
vectors is established. When the move is limited to swap of a pair of the adjacent operations in a block on the
critical path this narrows down the set of allowed permutations. Every permutation from this set will result in
a feasible firing sequence, i.e. a feasible schedule. The problem class specific constraints can be enforced as
additional permutation constraints. E.g., permutation flow shop restrictions can be enforced by keeping all the
sequence vectors in synchronization. The schedules generated in the proposed way belong to the class of semi-
active schedules [4]. This is important in cases when the optimal solution can be missed unless some idle time is
included in the schedule as shown in [3].

The described neighbourhood generation procedure was coded in Matlab and used in combination with a simple
Simulated annealing (SA) search algorithm. Comparison of the minimum makespan for some standard open shop,
flow shop and job shop problems calculated by the proposed algorithm and some other standard algorithms shows
that he proposed algorithm performs well and is able to improve the initial solutions with a moderate effort.

[1] J. Blazewicz, W. Domschke, and E. Pesch. The job shop scheduling problem: Conventional and new solution
techniques. European Journal of Operational Research, 93:1-33, 1996.

[2] T. Loscher, G. Music, and F. Breitenecker. Optimisation of scheduling problems based on timed petri nets. In
Proc. EUROSIM 2007, volume II. Ljubljana, Slovenia, 2007.

[3] M. A. Piera and G. Musi¢. Coloured Petri net scheduling models: Timed state space exploration shortages.
Math.Comput.Simul., 82:428-441, 2011.

[4] M. L. Pinedo. Scheduling: Theory, Algorithms, and Systems. Springer Publishing Company, Incorporated,
3rd edition, 2008.

[5] G. Tuncel and G. M. Bayhan. Applications of Petri nets in production scheduling: a review. International
Journal of Advanced Manufacturing Technology, 34:762—773, 2007.
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For producing high-quality steel plates, it is of vital importance that the rolling takes place in the prescribed
temperature range. Temperature models are thus needed to plan the roll passes and to schedule the whole process.
These models have to take into account all producing steps influencing the temperature evolution. In this paper,
two of them are dealt with, namely air cooling during transport and high pressure descaling.

Common temperature models for air cooling consider radiative heat transfer by means of the Stefan-Boltzmann
law. In many cases, the radiative boundary conditions can be assumed to be symmetric. The emissivity of the
plate can be constant or temperature dependent. Furthermore, convection heat transfer can be modeled either
as natural or forced convection. Modeling the descaling process is a rather controversial issue, although it is
mostly done by convective boundary conditions. Some approaches reported in the literature only use constant heat
transfer coefficients, whereas others model the heat transfer coefficient as a function of the descaling pressure or
the volume flow. The considered heat transfer coefficients vary over a wide range, as they are identified under
specific experimental conditions and for different descaling times. Therefore, there is a need for a mathematical
model of the temperature drop caused by descaling sprays that is validated by experimental data covering the whole
operating range of hot rolling.

For modeling the temperature development of a plate, the heat conduction equation has to be solved. As the dimen-
sions of the plate in the longitudinal and lateral directions are much larger than its thickness, the heat conduction
along the thickness direction dominates and the one-dimensional heat conduction equation can be considered.
The material properties, i.e., the specific heat capacity and the thermal conductivity, are regarded as temperature
dependent. The boundary conditions are formulated depending on the respective production step.

For air cooling, the heat flow out of the plate consists of a radiative and a convective part. The re-radiation from the
roller table is modeled by the net radiation method, see [1]. The required view factors are calculated by Hottel’s
crossed-string method [2]. As the interaction time of each roll with the hot plates is short, the temperature of
the roller table is assumed to be constant as well as the temperature of the surroundings. For the convective part,
forced convection is taken into account. For the descaling spray, a convective boundary condition is formulated that
relates the heat flow out of the plate to the difference between the surface temperature and the water temperature.
The heat transfer coefficients are identified on the basis of measurement data. The experiments show the influence
of several parameters on the cooling effect of the descaler sprays, such as descaling speed, surface temperature and
configuration of the descaling nozzles. Furthermore, the effect of the descaling on the radiation characteristics of
the plate can be analyzed by the same experiments.

The heat conduction equation and the boundary conditions are spatially discretized by means of the finite difference
method in order to obtain an ordinary differential equation. The numerical solver odel5s of Matlab® is used for
solving the finite-dimensional approximation of the heat conduction equation. The identification of the heat transfer
coefficients and the emissivities is done by minimizing a cost function, which sums up all squared deviations of
the calculated temperatures from the respective measured temperatures.

The proposed model is suitable for calculating the temperature evolution of a plate during air cooling and high
pressure descaling. The thermal shock caused by the impinging water spray can be accurately modeled. The model
can be used for predicting the required waiting periods between the hot rolling passes and thus for scheduling the
production process.

[1] H. D. Baehr and K. Stephan, Wdirme- und Stoffiibertragung, 6th ed. ~ Springer-Verlag, Berlin, Heidelberg,
2008.

[2] R. Siegel and J. R. Howell, Thermal radiation heat transfer, 4th ed. Taylor and Francis, New York, London,
2002.
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Abstract. The two-phase dynamics of a gas-kick percolating up a vertical well, drilled using a partly evacuated
riser, is described by two ordinary differential equations and algebraic relations. We model the gas as bubbles dis-
tributed with a distribution function along the well. The simplicity of the model makes it well suited for estimation
purposes and controller design. We present simulation results where an unscented Kalman filter is used to estimate
the current location of the gas, distribution of the gas, and rise-velocity. These estimates can be used to predict
when the gas will pass the blowout preventer and reach the drilling rig.

Motivation. After the Macondo incident, the need for automatic systems aiding the drilling crew in making the
right decisions during critical events prior to possible blowouts has been highlighted. In this paper we address
the modeling and handling of a gas-kick in a vertical well with a partly evacuated riser. We also use the model
for estimation of the unmeasured states and two parameters. A gas-kick is an unwanted influx of gas from the
reservoir, or the formation above the reservoir, into the well-bore. The influx is driven by a pressure difference
between the well-bore and formation containing the gas. If no measure is taken to mitigate and handle the influx,
the gas will expand as it rises upwards, thereby reducing the hydrostatic head in the well, which in turn will cause
more gas to enter the well-bore. Such a situation can evolve into a blowout with disastrous consequences. The
objective of this paper is to model gas percolating up a well-bore in a simple manner without resorting to the use
of partial differential equations.

Well control for a partly evacuated riser is has some interesting benefits which are highlighted in [1]. For a small
kick it is argued that the blowout preventer need not to be closed since the kick can be stopped by increasing the
hydrostatic head in the well by shutting down the subsea mud return pump for a while and keeping the rig pump
going. With this method the kick can be vented out in the riser.

Modeling. We intend to model a gas kick in a vertical well with a partly
evacuated riser where the mud level is governed by a subsea mud pump. The
low riser return system is thoroughly described in [2] and sketched in the fig-
ure to the right. We divide the well into control volumes portioned around the Patm
gas. The control volumes above and below the gas are pure liquid, while the
mid control volume is viewed upon as a bubble structure. The distribution of
the gas bubbles in this section is approximated with a triangle. These simpli- Liey
fications make it possible to develop a dynamic model of the percolating gas b Y
which is well suited for state estimation and parameter identification. We in- | | ——[rrmmtnoeeees - Seabed
troduce the parameters ¢, and k; which are the minimum liquid hold-up and 4
rise velocity of the tail of gas, respectively, and the states Vg and V> which | Vi
are the volume of gas and volume of the lower control volume, respectively.

Lg ary Ve

Estimation. We assume that the drillstring is equipped with pressure sen-
sors every 300 m, as with a wired drillpipe. We also assume that a measure-
ment of the liquid level in the riser is available. With use of the unscented L Va
Kalman filter, we are able to successfully estimate the two states and two
parameters. The length of the upper control volume, L, is derived from the I
measurement of the liquid level and the estimated states and parameters, and it

gives the location of the front of gas. Sketch of a low riser return system with
control volumes and lengths.

Conclusion. The presented model is a simplification of the complex two-

phase dynamics which occur during a gas-kick. We focus on capturing the

qualitative behavior during such an event to gain insight to what is happening

in the well. Using an unscented Kalman filter with the model, we estimate the dynamic states and two parameters
and successfully determine the position of the bubble structure and its length. This information is useful for the
driller, who must consider whether to close the BOP or vent the gas out into the riser.

[1] K. Falk, B. Fossli, C. Lagerberg, A. Handal, and S. Sangesland. Well Control When Drilling With a Partly-
Evacuated Marine Drilling Riser. In JADC/SPE Managed Pressure Drilling and Underbalanced Operations
Conference & Exhibition, 2011.

[2] Bgrre Fossli and Sigbjgrn Sangesland. Managed pressure drilling for subsea applications; well control chal-
lenges in deep waters. In SPE/IADC Underbalance Technology Conference and Exhibition, Proceedings,
Houston, Texas, USA, 11-12 October 2004. SPE/IADC.
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Introduction. Proper training of ship crew in operational procedures, decision-making and emergency response is
vital to avoid costly mistakes during liquid cargo transfer operations. Cargo handling simulators are the modern
means of training qualified personnel of liquid cargo tankers and gas carriers to perform their functions safely and
efficiently. Simulator can be used for system familiarization (arrangement of systems, instrumentation, local and
remote controls), and for appropriate training in control procedures in normal conditions (cargo and ballast
handling operations, auxiliary operations) and emergencies (system faults, malfunctions, accidents) [1].

The interactive mathematical models of ship systems are essential part of the marine technological simulator.
Modern liquid cargo handling simulators include wide range of systems, such as cargo and ballast systems, tanks
and cofferdams heating systems, tank stripping and washing systems, inert gas and nitrogen generation systems,
gas detection and oil discharge monitoring equipment, deck wash and fire systems. Each of the listed systems may
contain significant numbers (hundreds) of interconnected devices, changing their behaviour according to the
actions of the trainee and their own operational conditions.

Modelling approach. Real time physical modelling of the specified systems is rather complicated task and
requires specific approach. The dynamic behaviour of such systems is described by nonlinear differential-algebraic
equations system of variable structure, consisting of thousands of equations. Attempts of the direct composition of
such systems would require complex structures and extensive software code, requiring too much trial and error to
create a working model. Another way of construction of such systems is the usage of “component-based
modelling” methodology. In this approach, the object-oriented analysis of the application domain is conducted,
and standard classes and inheritance between them are defined. Definitions of the classes comprise the libraries of
standard components, represented as hybrid dynamic objects. Each particular model is constructed from standard
components, connected by links. To incorporate the mathematical model into the simulator software, the source
code is automatically generated from the mathematical description of the model by the designing software.

Implementation. The described technology has been implemented in mathematical models of Liquid Cargo
Handling Simulators, developed by TRANSAS Technologies Company. The design environment, applied for the
modelling, is the “RanD Model Designer” (previously named “Model Vision Studium”) [2]. The standard
components library has been created, containing devices, which are typical for ship systems, modelled in the
marine technological simulators [3]. The library contains hydraulic objects, such as tanks and reservoirs, pipes and
ducts, valves, different pumps and compressors, heaters and vaporizers, etc. In addition, the library includes
components of control systems, alarm and emergency shutdown systems. Library components are described by
behaviour maps, representing different operational states of the devices (e.g. closed and opened valve), different
physical conditions (e.g. laminar and turbulent flow in the pipe) and transitions between those states. Connections
between the components are implemented by external variables of both directional (for control systems) and
nondirectional (for physical connections in hydraulic systems) types. The developed standard components library
has been employed for creation of mathematical models of Liquid Cargo Handling Simulators for Chemical
Tanker, Product Tanker and LNG Tanker, and will be used for other ship types.

As the experience has shown, the real time operation of the models was one of the most challenging requirements
for the modelling. To reach the sufficient calculation speed of numerical methods, simplification of compound
system of equations, was required. The analysis and symbolic transformations of the equations system, allowed
reducing number of nonlinear algebraic equations by excluding formulas, and separation of independent blocks. In
the same time, the usage of “contact-flow” links leads to the necessity to rebuild of the system of equations in
runtime, and therefore to the limited time for the equation system analysis. To overcome this contradiction, a
suitable compromise has been found, allowing the real time operation of developed models within the simulator.

[1] Transas Group. Products and Services. Liquid Cargo Handling Simulator (LCHS) [online]. Available from
World Wide Web: <http://www.transas.com/products/simulators/sim_products/cargo/Ichs/>.

[2] RanD Model Designer — high-performance visual environment for the modelling and simulation of multy-
domain component models [online]. Available from World Wide Web: <http://www.randservice.com>.

[3] D.V., Kiptily, Y.B. Kolesov, D.V. Lebedev, Y.B. Senichenkov, S.V. Tarasov. An object-oriented approach to
development of marine technological simulator. In: International scientific-practical conference “Simulation
and complex modelling in marine engineering and marine transporting systems” SCM MEMTS 2011.
Proceedings of conference (Ed.: Plotnikov A.M, Sokolov B.V.), Russia, St. Petersburg, 2011, 70-76.
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Optimal operation of industrial bioprocesses is crucial to ensure good performance and productivity. Such
processes are usually carried out in a non-stationary regime, which implies that their associated mathematical
models present dynamic nature and non-linearity. In this context, the optimization of such models can be a very
difficult task thus robust (global) optimization methods should be used to address this problem.

As additional obstacles to satisfactory find the optimal operating conditions of such processes we should consider
(i) the high computational time needed to run a single simulation due to the large systems of differential-algebraic
equations defining the mathematical models, which requires optimization methods that use a low number of
simulations to locate high quality solutions, and (ii) the presence of several conflicting objectives to be optimized
at the same time, like e.g. productivity and sustainability, which advises the use of sophisticated formulations to
locate the Pareto front.

In this work we have considered a challenging model describing a waste water treatment plant for nitrogen
removal developed by European Cooperation in Science and Technology (COST) 624 work group [1]. This model
was built to test different control strategies for the operation of this type of plants. The system dynamics is
described by algebraic mass balance equations, ordinary differential equations for the biological processes in the
bioreactors as defined by the ASM1-model [2] and the double-exponential settling velocity function [3], for a total
number of around 100 differential algebraic equations.

Two manipulated variables, i.e., the aeration factor in the last anoxic reactor of the plant and an internal
recirculation flow rate have been chosen to optimize two different performance indexes: the quality of the effluent
(in terms of amount of pollutants) and the economy of the plant. The dynamic optimization problem has been
formulated and solved using the control vector parameterization (CVP) approach, which divides the time horizon
into a number of time intervals. The control variables are then approximated within each interval by means of
basic functions, usually low order polynomials, with fixed or variable length along the time. This parameterization
transforms the original (infinite dimensional) dynamic optimization problem into a non-linear programming
problem where the systems dynamics (differential equality constraints) must be integrated for each evaluation of
the performance index. For solving the multi-objective optimization problem (i.e., finding the solutions in the
Pareto front), we have used the epsilon-constraint technique, in which one of the objectives is minimized and the
rest are formulated as additional constraints.

The problem, which is highly computationally demanding (it takes around 30 s. per simulation in a standard
workstation), has been solved using a multistart procedure with a sequential quadratic programming method and
an advanced implementation of the scatter search metaheuristic which has successfully been applied to the solution
of dynamic optimization problems. The appli