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Abstract

In this paper, a new method for modeling linear fractional order systems is proposed. the de-
velopments are carried out in the Laplace domain using the transfer function representation.
In fact, the main idea here is to approximate a fractional transfer function by an integer one
with appropriate order. Obviously, this result would be useful thereafter for simulation and
analysis of such dynamic systems. This technique uses the generalized operational matrices of
integration and differentiation of orthogonal basis which computes rigourously the analytical
Riemann-Liouville integral and derivative. Generally, the main advantage of using this math-
ematical tool is that it allows to transform the analytical fractional differential calculus into an
algebraic one relatively easier to solve. Particularly in this paper, the well known Block Pulse
orthogonal functions are used. Their remarkable upper triangular operational matrices of both
fractional integration and differentiation, unlike those of orthogonal polynomials, reduces con-
siderably the calculus with no significant loss of precision. Indeed, the wanted transfer function
parameters are found algebraically simply with a least square algorithm formulation. The ef-
fectiveness of this method is shown through a set of numerical examples. Comparison study
with some rigorous works in literature, namely the recursive poles and zeros approximation
technique, is also presented.

Keywords: Modeling, Fractional systems, Linear systems, Orthogonal functions, Generalized
matrices of integration and differentiation.
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1 Introduction
It was shown in the literature that several real physical
systems, considered in various fields, for example, in
geology [1], in electromagnetism [2] or in thermal
transfer [3], are better described by fractional differ-
ential equations where one calls for the concept of
non-integer derivation and/or integration, this operator
allows in particular, to highlight the long memory
or the hereditary behavior of these systems. In this
context, many works [4, 5, 6] were dedicated to
modeling, parametrical identification and simulation of
such systems.

Often, simulation, especially in the time domain, is
computed with some difficulties of implementation. In
the last few years, several numerical algorithms were
proposed in order to simulate the fractional systems,
one may distinguish two types of methods: the direct
method and the indirect one [7].

The idea of the direct method is based on the approxi-
mation of the non-integer operator of derivation by an
integer model. Various techniques are of use, namely,
the techniques based on the approximation of the
non-integer operator by an integer discrete-time model
which is obtained by a continuous-discrete type trans-
formation. The transformations mostly in use are the
Euler, Tustin, Simpson and Al-alaoui [8, 9] techniques.
An other technique is based on the approximation of
the fractional operator bounded in a frequency interval
by an integer model in the continuous time domain
obtained by recursive distribution of zeros and poles
[10, 11].

However, the simulation of continuous fractional sys-
tems through an indirect method is obtained by the use
of an operator or a specific representation of the con-
sidered system. Afterwards the operator of non-integer
derivation or integration is replaced by its rational
approximation. In literature, among these methods one
can quote the approach of the diffusive representation
[12], the method based on the compagnon form in the
state-space representation [13] and the methods which
use the development of the transfer function of the
considered system in modal form, Maclaurin series or
in continuous fraction expansion [5].

The concern of control engineers and researchers is
to bring back the fractional model to an integer one,
sometimes even with significant order. The computed
integer model is aimed to follow as well as possible
the wanted fractional dynamic and thus allowing its
simulation and analysis. In this paper, a new method
is proposed. It allows the approximation of fractional
system (the order of derivation considered is real) by a
continuous linear system with the help of orthogonal
functions. This technique primarily calls for the or-
thogonal Block Pulse basis and the related operational
matrices of integration and derivation generalized to fit

the Riemann-Liouville integral and derivative formulas.

This paper is organized as follows: In the section 2,
fractional systems and the mathematical tools necessary
for their representation are introduced. Section 3 is ded-
icated to the presentation of the generalized operational
matrices. The method suggested for modeling of the
fractional systems is developed in section 4, and finally
the last section is reserved for the exposure of simula-
tion examples showing the availability of this method.

2 Fractional linear models
The fractional integral (Riemann-Liouville integral) of
a function f(t) is defined by [14]:

(
Iα
t0f

)
(t)

∆=
1

Γ (α)

t∫

t0

f (τ)
(t− τ)1−α dτ (1)

where t > t0 and α is a real positive order, and Γ(α) is
the Euler Gamma function:

Γ (α) =

∞∫

0

e−xxα−1dx (2)

Several definitions for the fractional derivative already
exist, one might mention, the Riemann-Liouville [15],
the Grünwald-Letnikov [14] and Caputo definitions
[16]. In the developments below, the fractional deriva-
tive definition considered is the Riemann-Liouville for-
mula given by [15]:

Dα
t0f (t)

∆=
(

d

dt

)m (
Im−α
t0 f (t)

)
, t > t0 (3)

where m is the smallest integer greater or equal to α.
The Laplace transform of the integral of f(t) is given
by:

L {Iα
0 f (t)} =

1
sα

F (s) (4)

In addition, when

f (0) = D1
0f (0) = . . . = D∞

0 f (0) = 0,

the Laplace transform of the generalized derivative may
be expressed as follows [17]:

L {Dα
0 f(t)} = sαF (s) (5)

Starting from the defintion (4), a Single Input Single
Output (SISO) linear time invariant system, relaxed at
t = 0 , may be described by the following differential
equation:
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n∑

i=0

aiD
αi
0 y(t) =

m∑

j=0

bjD
βj

0 u(t) (6)

As a consequence system (6) could be represented in
the Laplace domain by the transfer function:

H(s) = Y (s)
U(s)

= bmsβm+bm−1sβm−1+...+b0sβ0

ansαn+an−1sαn−1+...+a0sα0

(7)

where αi and βi are arbitrary real positive orders (a
commensurate order is not needed here), u(t) and y(t)
are respectively the input and the output of the system.

3 Orthogonal functions and generalized
operational matrices

The application of orthogonal functions for the mod-
eling and the control of linear systems was initially
approached by Chen and Hsaio [18] with the use of
Walsh functions as a tool of approximation. Works
using the block pulse functions were also elaborated
[19], and later, better results were obtained by using
a set of orthogonal polynomials generated from the
family of Jacobi polynomials. Among them the most
used ones are those of Laguerre, Legendre, Chebychev
and Hermite [20, 21]. Other techniques calling for the
orthogonal functions were also extended to the analysis
of nonlinear systems [22].

In the framework of analysis of fractional systems,
several works have been interested in the generalization
of the algebraic derivation and integration operator
of some orthogonal basis previously mentioned
[23, 24, 25]. In our work, the choice was made on
the use of the operational matrices relating to the
block pulse functions. This is due to the best quality
of approximation of the integrals and derivatives in
the non-integer case [25] and also the remarkable tri-
angular forms of their generalized operational matrices.

The block pulse functions constitute a complete set of
orthogonal functions and can be defined over the time
interval [0, T ] by:

ψi(t) =
{

1 i−1
M T ≤ t ≤ i

M T
0 elsewhere

(8)

where M is the number of elementary functions to use.
Any function f(t) integrable on [0, T ], can be expanded
on the block pulse basis as follows:

f (t) ∼= fT ψ(M) (t) =
M∑

i=1

fiψi (t) (9)

where

fT = [f1f2 . . . fM ]

ψT
(M) (t) = [ψ1 (t)ψ2 (t) . . . ψM (t)]

fi = M
T

T∫
0

f(t)ψi(t)dt

= M
T

(i/M)T∫
[(i−1)/M ]T

f(t)ψi(t)dt

(10)

the block pulse operational matrix of integration [19] is
given by:

t∫

0

ψ(M) (τ) dτ ∼= F1ψ(M) (t) (11)

where

F1 =
T

2M




1 2 . . . 2
0 1 . . . 2
...

. . . . . . 2
0 . . . 0 1


 (12)

moreover,

t∫

0

. . .

t∫

0

ψ(M) (τ) dτ

︸ ︷︷ ︸
N times

∼= FN
1 ψ(M) (t) , (13)

where N is a positive integer. The generalization of
this result to a real positive order according to the
Riemann-Liouville definition had been already pro-
posed by Wang [25]:

(Iα
0 ψ(M))(t) = 1

Γ(α)

t∫
0

(t− τ)α−1ψ(M)(τ)dτ

∼= Fαψ(M)(t)
(14)

with

Fα = ( T
M )α 1

Γ(α+2)


f1 f2 f3 . . . fM

0 f1 f2 . . . fM−1

...
. . . f1 . . . fM−2

...
. . . . . .

...
0 . . . . . . 0 f1




(15)

where
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f1 = 1, fp = pα+1−2 (p− 1)α+1 +(p− 2)α+1 (16)

As a consequence, the analytical expression of general-
ized integral given by (1), may be found algebraically,
that is to say:

(Iα
0 f) (t) ∼= fTFαψ(M) (t) (17)

then, the generalized operational matrix of derivation
can be also computed simply by inverting the matrix of
integration [25]:

Gα = F−1
α

=
(

M
T

)α
Γ (α + 2)



g1 g2 g3 . . . gM

0 g1 . . . . . . gM−1

...
. . . g1 . . . gM−2

...
. . . . . .

...
0 . . . . . . 0 g1




(18)

The coefficients gi are easily found when solving the
following M equations system:

Fα.Gα = IM×M (19)

Similarly to the expression (17), the non-integer deriva-
tive of a function may be found algebraically as follows:

Dα
0 f (t) ∼= fTGαψ(M) (t) (20)

4 Modeling fractional systems using or-
thogonal functions

We are interested in this paper in the modeling of
fractional invariant systems described by the fractional
transfer function (7) by an integer linear invariant sys-
tem of appropriate order, that is to say:

Hv(s) = Yv(s)
Uv(s)

= crsr+cr−1sr−1+...+c0
kqsq+kq−1sq−1+...+k0

(21)

where r and q are positive integers.

By applying results exhibited in (17) and (20) to the
system input and output as follows:

Dα
0 y (t) = L −1 (sαY (s)) ∼= Y T

MGαψ(M) (t) (22)

Dα
0 u (t) = L −1 (sαU (s)) ∼= UT

MGαψ(M) (t) (23)

equation (6) may be rewritten under the following form:

Y T
M D ψ(M)(t) = UT

M N ψ(M) (t) (24)

where D and N are square matrices given by:

D = (anGαn + an−1Gαn−1 + . . . + a0Gα0)

N = (bmGβm + bm−1Gβm−1 + . . . + b0Gβ0)

which yields

Y T
M = UT

M N D−1 (25)

Similarly to the developments above, let us apply an in-
verse Laplace transformation to equation (21), the ex-
pansion of the system input and output over the orthog-
onal basis as in (22) and (23) gives directly:

Y T
vM = UT

vM Nv D−1
v (26)

where Dv and Nv are square matrices given by:

Nv = (crG
r
1 + cr−1G

r−1
1 + . . . + c0IM×M )

Dv = (kqG
q
1 + kq−1G

q−1
1 + . . . + k0IM×M )

systems H and Hv are equivalent if:

ND−1 = NvD−1
v (27)

In equation (27), the left hand member being totally
known, we may represent it by a matrix . The relation
(27) is written now as follows:

P = NvD−1
v (28)

Bearing in mind that our goal is to identify the parame-
ters of the integer transfer function Hv(s), while fixing
k0 at an arbitrary value, the system (28) can be easily
transformed into the following form:

W.θ = X (29)

where θ is a vector containing all unknown variables:

θT = [ kq . . . k1 cr . . . c0 ] (30)

Noticing that all matrices used in the developed calcu-
lus when solving system (27) keep their upper triangu-
lar form even after some algebraic operations like in-
version, addition or multiplication of these matrices. In
fact they remain all similar to the generalized opera-
tional matrix of integration Fα, for example we have:
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P =




p11 p12 p13 . . . p1M

0 p11 p12 . . . p1(M−1)

...
. . . p11 . . . p1(M−2)

...
. . . . . .

...
0 . . . . . . 0 p11




(31)

where the matrix P appears in (28).

Then, for any arbitrary k0 chosen, W and X in (29) are
given respectively by equations (32) and (33).

The notation (Matrix)ij in (32) indicates the ele-
ment referred by the row i and the column j of Matrix.

and

X =




−k0.p11

−k0.p12

...

...
−k0.p1M




(33)

the obtained system (29) can be solved by the least
square algorithm, if M ≥ dimθ, we find directly:

θ =
(
WT W

)−1
WT X (34)

A direct interesting application consists in finding the
expression of the approximation of a pure non-integer
differentiator, since this expression will be useful to
draw up a direct simulation scheme [5] of the frac-
tional systems where each non-integer differentiator in
the considered fractional transfer function is replaced
by its rational expression. The system to solve is a par-
ticular case of the general case defined by (29), thus the
new system is given by:

Wd.θ = Xd (35)

Considering a real positive order of derivation δ, it
would be sufficient to replace the matrix P by Gδ , then
matrix (32) is now transformed as shown in (36).

and

Xd =




−k0.(Gδ)11
−k0.(Gδ)12

...

...
−k0.(Gδ)1M




(37)

In the same way, it would be possible to determine the
expression of the approximation of a γ order pure non-
integer integrator. This is may be leaded simply by sub-
stituting Gδ with Fγ in (36) and (37) to find the param-
eters of the required transfer function.

5 Simulation examples
5.1 Method’s validation

In order to validate our method, let us propose in this
part a series of simulations of simple systems, using
the orthogonal functions (OF), whose the checking of
results consists in comparing the found step responses
either with a well known response of an integer order
system, a known time-domain analytical response or
with the result of another method of fractional order
systems simulations which its validity had been already
proven in the literature.

As a first example, the linear time invariant system de-
scribed by the following transfer function is considered:

H1 (s) =
6s + 10

s3 + 5s2 + 3s + 1

the simulation of it step response using orthogonal
functions (OF) is obtained through:

y1 (t) ∼= Y1M .ψ(M) (t)

where

Y1M = UM (6G1 + 10)
(
G3

1 + 5G2
1 + 3G1 + IM×M

)−1

and
UM = [ 1 1 . . . . . . 1 ]

with M = 27 and T = 20, the obtained result is ex-
posed in the figure below:

0 2 4 6 8 10 12 14 16 18 20
0

2

4

6

8

10

12
Step response

Time(s)

A
m

pl
itu

de

Fig. 1 Step response of the integer transfer function
H1(s).

As second example, a non integer pure integrator is rep-
resented by its transfer function:

H2 (s) =
1

s0.25
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W =




(PGq
1)11

(
PGq−1

1

)
11

· · · (PG1)11 − (Gr
1)11 − (

Gr−1
1

)
11

· · · − (G1)11 −1

(PGq
1)12

(
PGq−1

1

)
12

· · · (PG1)12 − (Gr
1)12 − (

Gr−1
1

)
12

· · · − (G1)12 0
...

...
...

...
...

...
...

...
...

(PGq
1)1M

(
PGq−1

1

)
1M

· · · (PG1)1M − (Gr
1)1M − (

Gr−1
1

)
1M

· · · − (G1)1M 0




(32)

Wd =




(GδG
q
1)11

(
GδG

q−1
1

)
11

· · · (GδG1)11 − (Gr
1)11 − (

Gr−1
1

)
11

· · · − (G1)11 −1

(GδG
q
1)12

(
GδG

q−1
1

)
12

· · · (GδG1)12 − (Gr
1)12 − (

Gr−1
1

)
12

· · · − (G1)12 0
...

...
...

...
...

...
...

...
...

(GδG
q
1)1M

(
GδG

q−1
1

)
1M

· · · (GδG1)1M − (Gr
1)1M − (

Gr−1
1

)
1M

· · · − (G1)1M 0




(36)

knowing that the analytical impulse response of frac-
tional pure integrator of a real order σ is defined by
[15]:

h (t) =
tσ−1

Γ (σ)
(38)

the analytical step response of H2(s) is dictated by:

y2 (t) = L −1
(

1
pH2 (s)

)

= L −1
(

1
s1.25

)
= 1

Γ(1.25) t
0.25

the approximation through an expansion over the or-
thogonal basis yields:

y2 (t) ∼= Y2M .ψ(M) (t), with Y2M = UM .F0.25

taking M = 27 and T = 100, the simulation result is
shown in figure2.
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3.5

Time(s)

A
m
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itu

de

Step response

Fig. 2 Step response of the fractional pure integrator
H2(s).

Let us consider the following non-integer transfer func-
tion as a last example in this subsection:

H3 (s) =
1

s0.5 + s0.2 + 1

In this example, the simulations based on the use of
orthogonal functions is compared to those computed
with a direct simulation method, here the direct method
of use is the one proposed by Oustaloup [11], where
a frequency-band fractional differentiator is firstly
considered and then approximated by recursive poles
and zeros over an arbitrary bounded frequency interval.
This technique will be adopted to compare it again
with the rest of simulations which will be presented in
the next subsection.

for M = 27 and T = 10, the result found is illustrated
in figure3 below:
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Time(s)

A
m
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itu

de

Fig. 3 Step response of the fractional transfer function
H3(s).
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5.2 Main method’s results

The results presented in the previous subsection
showed the effectiveness of the orthogonal functions
and their generalized operational matrices in simulating
the integer and fractional systems. This preliminary
test brought a quite satisfactory result and then allows
us to advance towards our main purpose which is
modeling fractional systems by reduced integer order
transfer functions.

By considering the non-integer pure differentiator given
by its transfer function:

H4 (s) = s0.25

and for M = 16 and T = 100, r = q = 3 and k0 = 1 ,
solving (35) gives:

H4v (s) =
590.3s3 + 240.5s2 + 21.37s + 0.2491

605.5s3 + 350.1s2 + 45.53s + 1

The step responses of both analytical expression and the
integer transfer function approximation using Orthogo-
nal function (OF) of the considered system are com-
pared in figure 4.

0 10 20 30 40 50 60 70 80 90 100
0
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Time(s)

A
m
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itu

de

Analytical response

OF Simulation

Fig. 4 step response of the fractional pure differentiator
H4(s).

In the same way, a fractional pure integrator is consid-
ered as follows:

H5 (s) =
1

s0.6

with M = 16 and T = 100, r = q = 3 and k0 = 1,
solving (35) where G0.6 is replaced by F0.6, leads to
the following transfer function:

H5v (s) =
6413s3 + 6651s2 + 1204s + 36.1
8172s3 + 2879s2 + 191.4s + 1

Simulation results of the pure fractional integrator are
presented in figure 5.
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Fig. 5 Step response of the fractional pure integrator
H5(s).

Let us reconsider now the system described by H3(s).
taking M = 16 and T = 20, r = q = 5 and k0 = 1,
solving (29) provides the transfer function H3v .

H3v (s) =
0.447s5+4.56s4+15.28s3+19.23s2+7.9s+0.65
2.158s5+19.06s4+51.59s3+51.39s2+16.44s+1

Comparison of the step responses of H3 and H3v is il-
lustrated in figure 6.

0 2 4 6 8 10 12 14 16 18 20
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0.4

0.5

0.6

0.7
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Time(s)
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m
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itu
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Direct Simulation

OF Simulation

Fig. 6 Step response of the fractional transfer function
H3(s).

In this last example, the non-integer transfer function
below is considered:

H6 (s) =
1 + s0.4

1 + s0.4 + s1.4

let M = 16 and T = 20, r = q = 4 and k0 = 1, solv-
ing (29) allows us to find the parameters of the required
integer transfer function:
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H6v (s) =
−0.266s4+0.552s3+4.133s2+4.491s+1.005

0.397s4+2.99s3+6.075s2+4.739s+1

In figure 7, the simulation results of this last example
are exposed.
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Fig. 7 Step response of the fractional order transfer
function H6(s).

6 Conclusion

In this paper, a new method for modeling and simula-
tion of fractional systems was introduced. It calls for
the orthogonal functions as a tool of approximation.
The use of the operational matrices of derivation and
integration generalized to fit the Riemann-Liouville
integral and derivative allows us to transform the
non-integer differential equations into linear algebraic
equations much more simple to solve. Indeed, it
would be possible with the help of this technique to
model a non-integer system by an integer transfer
function having a reduced order over a chosen time
interval. The results obtained with the block pulse
basis, compared to other simulation method, namely
the direct Oustaloup’s method, were satisfactory. This
is primarily due to the fidelity of the approximation of
fractional Riemann-Liouville integral and derivative.
This quite general method, applied by using other
orthogonal basis, especially orthogonal polynomials
is still effective but would not lead to valid numerical
results only if the relative generalized algebraic op-
erator (operational matrix of non-integer integration
and derivative) ensures the best approximation of the
generalized integral and derivative.

Also it should be mentioned that precautions must be
taken when using operational matrices of derivation.
Some risks of divergences are considered when using
an order of derivation and/or a number of elementary
functions rather high.
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