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Abstract

For the analysis of dynamic systems and model-based controller design highly accurate models
are required. They often consist of partial differential equations. Furthermore, in most cases
an analytical solution of these equations cannot be found and a numerical method (e. g. finite
element method etc.) has to be applied to obtain an adequate approximation. For the purpose
of model-based controller design the resulting high dimensional state space models (systems
of first order ordinary differential equations) are not convenient. Therefore, an order reduction
scheme has to be applied, yielding a suitable low order description. In this report, an alter-
native way of numerical modeling and simulation of single input systems, described by linear
partial differential equations, is presented. The exact solution is approximated using low order
polynomials by means of the mean weighted residual method. These polynomials are defined
only at a small part of the domain and the problem is divided into many different subproblems.
The coupling of the subproblems is achieved by introducing constraints. The global solution
is described by a differential-algebraic matrix equation (descriptor system). It can be solved
by introducing a proportional state feedback, using pole assignment with output coupling. The
concept will be evaluated by application on a beam equation.
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1 Introduction
In the last decades the possibilities to simulate com-
plex systems have been improved continually. Today
it is common to use CAD-Tools and to generate mod-
els of partial differential equations (PDE) before start-
ing with real experiments. For increasingly complex
geometries the standard methods to simulate these sys-
tems are based on finite element methods (FEM).
The problem to solve the global problem is divided into
many subproblems, while the solution of these subprob-
lems can be approximated by a linear combination of
low order polynomials. Hence, by refining the mesh of
the domain Ω, nearly any magnitude of accuracy of the
approximated solution can be achieved, leading to large
linear matrix equations [1, 2].

From this data many of the commercial FEM-programs
offer the possibility to create highly accurate state space
models

E ẋ = Ax + Bu
y = Cx

(1)

of a previously chosen order N with constant matri-
ces A, B, C and E. The matrix E has full rank N ,
so that the system can be simulated with standard (im-
plicit) methods. These models can also be the basis for
further investigations of the system dynamics with clas-
sical methods of control theory [3]. Using controller
design schemes like pole placement these models can
be used to achieve a desired dynamic behaviour. The
advantage of this procedure is the precise separation
of numerical modeling and analysis of system dynam-
ics/controller design.

In contrast to simulation, in case of controller design
only the output at some certain points (and not the
whole solution) is of interest. For most controller de-
sign schemes the order of the state space system (1) has
to be quite moderate. Therefore, the accuracy of the nu-
merical solution has to be traded off in order to obtain a
suitable order of the state space model (1). Problematic
in this procedure is the fact that the control engineer has
to decide whether the resulting state space model deliv-
ers a sufficient approximation of the original system. In
fact, a lot of order reduction schemes exist that indicate
how to chose the ”right” order. Furthermore, a lot of re-
search has been carried out to improve these methods,
too (see [4] et al.).

Another problem is the fact that the states have no phys-
ical meaning (especially after applying order reduction
schemes) and cannot be interpreted in any other way.
The input/output behaviour of the state space system (1)
only approximates the input/output behaviour of the
original system. Therefore, in some cases it might hap-
pen that a controller based on such a model can lead
to an unexpected behaviour of the closed loop system
caused by the spill over effect e. g. [5].

In most instances, there is no need to have the same
accuracy in every part K ⊂ Ω of the domain Ω for
controller design. Some parts are more important for
the input/ouput behaviour than others. This a priori

knowledge can already be used during the generation
phase of the numerical models and should result in a
model of lower order. Formally, in FEM-notation, this
is equivalent to the use of different elements in every
part K.

In the following sections a simple method which com-
bines the numerical modeling for simulation and the
controller design is presented. A procedure equivalent
to the freeing process for a body in mechanics leads
to a description by a descriptor model or differential-
algebraic equations (DAE) as in eq. (1) with a rank of
the matrix E less than N .
The introduction of static boundary and coupling con-
straints allows a very flexible way of numerical mod-
eling. For every part K a different numerical approx-
imation method can be used. It can be shown that the
controller design for DAE can be interpreted as a pole
assignment problem with output coupling. Besides the
assignment of all finite poles this procedure also allows
for controllable systems governed by PDEs the arbi-
trary assignment of all infinite poles. Therefore, it gives
the guarantee that all inconsistent states x can be oblit-
erated.
It turns out that simulation is a special case of controller
design where the poles and the static gain of the closed
loop system and the descriptor system (1) are chosen
identically.
Finally, the procedure will be demonstrated by the ex-
ample of a onesided clamped beam.

2 Problem statement
The scope of the proposed simulation method is re-
stricted to problems described by linear PDEs without
mixed derivatives of time t and space z

Dtw + Dzw = uΩ on Ω (2)
Bw = uΓ on Γ , (3)

where Ω is a subset of R3, Γ = ∂Ω the boundary of Ω,

Dt =
k1∑

k=0

αk
∂k

∂tk
, Dz =

k2∑
k=0

βk(z)
∂k

∂zk
,

B =
k2−1∑
k=0

γk
∂k

∂zk

(4)

are linear differential operators, uΓ and uΩ := u(z)ū(t)
are input quantities and w ∈ W the solution at time t ∈
R+ and space z ∈ Ω ⊂ R3. Since only single input
systems are treated in this article only ū or one compo-
nent of uΓ is unequal zero at any time t.
Because all operators (4) are linear the PDE (2) with
inhomogeneous boundary conditions (3) can be trans-
formed into a PDE with homogenous boundary condi-
tions [6],

Bw = 0 on Γ . (5)

The approach proposed in the following sections is re-
stricted to operators Dt with order k1 = 1. The ex-
tension to higher order problems is unproblematic, but
requires more formalism.
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3 Simulation
3.1 Boundary Value Problem

The formulation (2) without mixed derivatives in t and
z allows the application of line methods. Discretization
with respect to space z by any method for boundary
value problems (BVP) results in a matrix differential
equation (1). Then, the finite approximation of the in-
finite dimensional solution w of the PDE (2) is repre-
sented by the state vector x. Depending on the chosen
method the matrices A, B, C and E and the vector x
have different structure and meaning.

A common approach for a numerical solution of BVPs
is the approximation of the solution w by finite linear
combinations

ŵ(t, z) =
N∑

j=1

w̄j(t)φj(z) (6)

of pre-chosen basis functions φj(z). The quality of the
approximation depends on the space

Wh =

ŵ|ŵ =
N∑

j=1

αjφj(z) ;αj ∈ R;Bφj = 0

 .

The better Wh ”approximates” the solution space W of
functions which fulfil the homogenous boundary condi-
tions (5) (Wh ⊂ W ), the closer comes the approxima-
tion ŵ ∈ Wh to the solution w ∈ W .

Multiplication of the PDE (2) with test functions v ∈ V
with support in Ω and the integration

Dt

∫
Ω

vwdz︸ ︷︷ ︸
=:m(v,w)

+
∫

Ω

vDzwdz︸ ︷︷ ︸
=:a(v,w)

=
∫

Ω

vudz︸ ︷︷ ︸
=:b(v)

ū ∀v (7)

gives a starting point for numerical simulation of
eq. (2).

If the space of admissible test functions V and the
space W in which the solution is sought are chosen as
the corresponding Sobolev-spaces

W = V = Hk2−1
0 (Ω) , (8)

after application of Green’s theorem eq. (7) turns into
the well known weak formulation, whereas eq. (2) is
known as the strong formulation.

Inserting the ansatz (6) into the weak formulation (7)
and choosing N test functions vi ∈ Vh ⊂ V results in
the matrix differential equation

Eẇ = Aw + Bū (9)

where w = (w̄j)j is the state vector, ū an scalar in-
put, B = (b(vi))i the N × 1 input matrix , A =
(a(vi, φj))i,j the N × N system matrix and E =
(m(vi, φj))i,j the N ×N mass matrix. If the test func-
tions vi and basis functions φj respectively are linear

independent the matrix E has full rank.
With the use of ansatz (6) an additional output equation

y = Cw , (10)

with the q × N output matrix C can be defined to cal-
culate the solution ŵ at any q desired points zk.

If the boundary values should be used for boundary
control, the input function uΩ has singularities in Ω
and/or the state space model (9) has a bad condition
number, it makes sense to use other spaces for Vh and
Wh with less restrictions than in eq. (8). In this case it is
not advantageous to use pre-chosen basis functions φj

which fulfil the homogenous boundary conditions.

Instead of performing a transformation of the original
PDE (2) into a PDE with homogenous boundary condi-
tions (5), the linear combination ŵ of basis functions φj

should directly meet the boundary conditions in eq. (3)

Bŵ = uΓ on Γ . (11)

Therefore, the basis functions φj ∈ Wh must be chosen
in a more general way. In most cases, due to numerical
reasons some kind of polynomial function sets (Cheby-
shev polynomials Tk [7], Legendre polynomials Lk [6]
etc.) are the best choice.

In order to take eq. (11) into consideration ”boundary-
boarding” technics are applied [7]. The k2 boundary
conditions (11) will be inserted directly into the matrix
equation (9) while only r := N − k2 test functions vi

for the determination of the weak solution ŵ in eq. (7)
have to be used. This easy and appealing approach
is strongly related to the introduction of fictive forces
in mechanical engineering, thus resulting in a singular
matrix E and in a set of differential-algebraic equations
(DAE) or descriptor system (9) with rank(E) = r < N .

But even if it is possible to choose all basis functions φj

in a way that all boundary conditions are matched, it
could be useful to apply this concept [8]. The subdivi-
sion of the domain Ω into many small parts ΩK ⊂ Ω
and the usage of different test functions vK,i(z) on ev-
ery domain leads to different methods of discretization
and DAEs

EK ẇK = AK wK + BK ūK ,

with EK ,AK ∈ RNK×NK and BK ∈ RNK in each
part ΩK . Assembling these descriptor subsystems with
help of static coupling equations

lim
”z↗∂K”

∂iŵ

∂zi
= lim

”z↘∂K”

∂iŵ

∂zi
, i = 0, . . . (12)

into a global system (9) with an order of N =
∑

NK is
a highly flexible way of constructing a numerical model
for linear PDEs.

Disadvantageous of the boundary boarding technics is
that it results in a singular mass (or descriptor) ma-
trix E. This leads to an increased complexity in the
simulation and the control of the matrix equation (9).
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Due to the implementation of boundary conditions (11)
and/or coupling equations (12), the descriptor sys-
tem (9) has an index κ ≥ 1. The index κ is a measure
for the singularity of a descriptor system. For a more
profound definition of the index and related topics see
[9, 10].

Depending on the index κ the characteristic equation

det [sE−A] = 0

of the descriptor system (9) has r − m finite and N −
r + m infinite eigenvalues λi ∈ Λ, respectively.

There exist several numerical methods for the simula-
tion of DAEs with an index κ ≥ 1 (see [10, 11, 12] for
example). Besides the input quantity ū most of them re-
quire the calculation of one or more partial derivatives
by time, too. This demand excludes the application of
many test signals like step functions etc. in the analysis
of the systems dynamic.

In the following sections 3.2 and 3.3 a controller design
method for R-controllable descriptor systems with any
index κ is introduced which allows the assignment of all
eigenvalues ΛR of the closed loop system. The method
results simultaneously in a stable index reduction and a
reduction of the system order. For a certain choice of
the parameters of the controller, the proposed method
can also be used for simulation of a DAE.

3.2 Descriptor System

With implementation of a proportional state feedback

ū = −Rw + F ǔ (13)

for the descriptor system (9) with constant matri-
ces R ∈ R1×N and F ∈ R1×q it is possible to reduce
the index κ [12] and to assign r eigenvalues λRi ∈ ΛR

to the closed loop system

Eẇ = (A−BR)w + BF ǔ . (14)

This fact is used in [13] for controller design of R-
controllable linear multi input multi output (MIMO) de-
scriptor systems (1). For simplification following cal-
culations will be restricted without lack of generality to
distinct eigenvalues λRi ∈ ΛR.

Through numerical robust singular value decomposi-
tion (SVD [4]) of matrix E, DAE. (9) can always
be transformed into the differential-algebraic canonical
form

˙̂x1 = A11x̂1 + A12x̂2 + B1ū

0 = A21x̂1 + A22x̂2 + B2ū

y = C1x̂1 + C2x̂2

(15)

with transformed descriptor variables

x̂ = [x̂1, x̂2]
T

of the DAE. The first equation describes the dynamic
changes of the descriptor variables x̂1 ∈ Rr. x̂2 ∈
RN−r depends directly on ū and x̂1, according to the

second equation (15). Thus, this equation ensures that
the descriptor vector x̂ is consistent.

Introduction of a new ”fictitious” input vector

ũ := [x̂2, ū]T ∈ RN−r+1

and new system matrices

B̃ := [A12,B1] ∈ Rr×N−r+1 ,

C̃ := A21 ∈ RN−r×r ,

D̃ := [A22,B2] ∈ RN−r×N−r+1 ,

D1 := [C2, 0] ∈ Rq×N−r+1

yields the representation

˙̂x1 = A11 x̂1 + B̃ ũ

0 = C̃ x̂1 + D̃ ũ
y = C1 x̂1 + D1 ũ .

(16)

Compared to the original single input multi output
(SIMO) DAE (9), this MIMO representation has a re-
duced set of r < N state variables. Note that, for
D̃ = 0 the second equation is reduced to conditions
for the states x̂1. Then, the system of equations (16)
is the problem formulation of pole assignment with a
coupling controller.

For D̃ 6= 0 and rank(D̃) = d another application of
the SVD for the matrix D̃

S D̃T =
[
Σd 0
0 0

]
results in a partition of the second equation of the trans-
formed system (16)

0 = C̄ x̂1 + Σd û1

0 = Ĉ2 x̂1

(17)

with a regular matrix Σd ∈ Rd×d and the transformed
input

û =
[
û1

û2

]
= TTũ .

Inserting the constraints (17) into eq. (16) results in the
equivalent formulation

˙̂x1 = Â x̂1 + B̂ û2

0 = Ĉ2 x̂1

y = Ĉ1 x̂1 + D̂2 û2

(18)

of the original DAE (9). This problem formulation has
r < N states, N − r + 1 − d inputs and q outputs.
The matrix Ĉ2 only exists for problems with an index
greater than 1.
Notice that the transformation of a certain DAE (9) into
the problem statement (18) has been performed only
by application of the SVD and is therefore numerical

Proc. EUROSIM 2007 (B. Zupančič, R. Karba, S. Blažič) 9-13 Sept. 2007, Ljubljana, Slovenia

ISBN 978-3-901608-32-2 4 Copyright © 2007 EUROSIM / SLOSIM



good-natured [4]. It follows directly that if the DAE (9)
has r finite eigenvalues, all eigenvalues of the matrix Â
should be elements of Λ. This is the case for problems
with an index κ = 1. Obviously, for problems with an
index greater than 1 the matrix Â has more finite eigen-
values than the DAE (9).

Because of the assumed R-controllability of the
DAE (9) the state space representation (18) is control-
lable. Under this assumptions, a control law for cou-
pling a subset of output variables can be found [13].
This method delivers a state feedback law

û2 = −R̂ x̂1 + F̂ ǔ (19)

for eq. (18). The controller matrix R̂ and input filter
matrix F̂ are chosen in a way that the N − r − d con-
straints for the states x̂1 given through the matrix Ĉ2

are matched and the closed loop system has a desired
input/output behaviour.

3.3 Coupling via Pole Assignment

Inserting control law (19) into eq. (18) leads to the
equations

˙̂x1 = [Â− B̂ R̂] x̂1 + B̂ F̂ ǔ

y = [Ĉ1 − D̂2 R̂] x̂1 + D̂2 F̂ ǔ
(20)

of the closed loop system. Fig. 1 shows the correspond-
ing block diagram. If the desired eigenvalues λRi ∈ ΛR

F B

A

C1
u(t) x (t)1u (t)2

R

D2

y(t)
y (t)1

y (t)2

Fig. 1 Block diagram of the controller scheme

are the roots of the characteristic equation

det(s I− Â + B̂ R̂) != Πn
i=1(s− λRi) = 0

of the closed loop system (20), it is known that every
controller matrix R̂ can be written in the form

R̂ = PV−1
R = PWR , (21)

where VR is the matrix of (right) eigenvectors vRi of
the closed loop system, WR the matrix of (left) eigen-
vectors wRi of the closed loop system and P the matrix
of parameter vectors pi. The eigenvectors vRi can be
determined by the eigenvalues λRi and the parameter
vectors pi [14]

vRi = −(λRiI− Â)−1B̂pi . (22)

Thus, the parameter vectors pi, the filter matrix F̂ and
the eigenvalues λRi are the degrees of freedom which
have to be used for the fulfilment of the constraints in
eq. (18).

This fact is used in [15] for output coupling in linear
multivariable systems. The definition of the propor-
tional controller equation (19) has to be carried out in
two steps: change of the dynamic behaviour and adjust-
ment of the static behaviour.

Without loss of generality, the dynamic effects can be
described by the differential equation between the in-
put ǔ and the output ŷ1 (see fig. 1). Introduction of a
new extended output

ŷ :=
[
ŷ1

ỹ1

]
:=

[
Ĉ1

Ĉ2

]
x̂1 (23)

and application of the Laplace-transform yields the de-
scription[
ŷ1

0

]
!=

[
Ĉ1

Ĉ2

] [
sI− Â + B̂R̂

]−1

B̂
[
F̂1, F̂2

] [
ǔ1(s)
ǔ2(s)

]
=:

[
GR11(s)GR12(s)
GR21(s)GR22(s)

] [
ǔ1(s)
ǔ2(s)

]
(24)

in frequency domain.

Obviously, eq.(24) is fulfilled if

GR21(s)
!=0 (25)

and

ǔ2(s) ≡ 0 (26)

hold. Condition (25) results in the defining equation

N∑
i=1

C̃2 vRi wT
Ri B̂ F̂1

s− λRi
= 0 (27)

for the first part of the input filter matrix F̂1 and the
eigenvectors vRi, i = 1, . . . , m̂. These eigenvec-
tors vRi form the matrix VR1 which is the first part
of the matrix of eigenvectors VR.
The relation (27) is true for any complex variable s if

C̃2vRi = 0 , i = 1, . . . , m̂ (28)

and

wT
RiB̂F̂1 = 0 , i = m̂ + 1, . . . , r (29)

hold for a specific index m̂. Eq. (28) and (29) define
coupling conditions for the output and the input, re-
spectively. It can be shown that m̂ equals the number
of finite eigenvalues λi of the original DAE.

Inserting eq. (22) into the coupling conditions for the
output (28) results in m̂ homogeneous matrix equations

Ĉ2(λRiI− Â)−1B̂︸ ︷︷ ︸
G̃2(λRi)

pi = 0 , i = 1, . . . , m̂ (30)
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to determine the parameter vectors pi 6≡ 0. The ma-
trix G̃2(λRi) has N − r − d rows and N − r − d + 1
columns. It can be shown that for most choices of
eigenvalues λRi the kernel of G̃2(λRi) consists of exact
one nontrivial vector. Therefore, the first m̂ parameter
vectors pi are unequivocal except for their length. The
other r−m̂ parameter vectors can be chosen at random.

The coupling conditions for the input (29) result in a
homogeneous matrix equation[

B̂ , VR1

] [
F̂1

∗

]
= 0 (31)

to determine the first part of the input filter matrix F̂1.
VR1 is the matrix of the first m̂ eigenvectors (22) and ∗
can be ignored. If eq.(26) holds the second part F̂2 can
be chosen freely.

With this definition of the matrices F̂ and R̂ and condi-
tion (26), GR11(s) describes the input/output behaviour
of the coupled system (20). GR12(s) and GR22(s) only
affect the output y if ǔ2 6= 0, if the initial conditions are
not consistent or if the system is disturbed by external
forces.

Simulation

It follows directly that if the poles λRi, i = 1, . . . , m̂ of
the subsystem GR11(s) are equal to the finite eigenval-
ues λi of the original DAE (9) the dynamic behaviour
of the closed loop system (20) and the original DAE (9)
are the same under normal conditions.

Considering the static behaviour of the original
DAE (9)

KD = −CA−1B

and closed loop system (20)

KC = −
[
Ĉ1 − D̂2R̂

] [
Â− B̂R̂

]−1

B̂F̂ + D̂2F̂

another filter matrix F̌

ǔ = F̌ū (32)

must be used to adjust the static behaviour. If q 6= 1
the matrices KD and KC are not quadratic and there-
fore not invertible. In this case F̌ can only be used to
minimize the error

min
F̌

(KD −KC F̌) (33)

between the static reinforcements.

Remarks

This scheme could also be used for controller design
for the original DAE (9). There exists a connection be-
tween the two control laws (13) and (19) (see [13]). For
the simulation case this transformation is not necessary.

As shown before, the subsystem GR11(s) describes the
dynamic behaviour between the input ū and the out-
put y. It has the m̂ poles λR1, . . . , λRm̂. The subsys-
tem GR22(s) describes how errors in the boundary con-
ditions (11) or coupling conditions (12) affect the out-
put y. GR22(s) has the r − m̂ poles λRm̂+1, . . . , λRr.
In case of simulation these poles can be chosen arbitrar-
ily. The transient time depends on the real parts of the
chosen eigenvalues λRi. The more negative they are,
the faster the error tends to zero.

The PDEs in this paper are restricted to single input
multi output systems. The restriction is useful to de-
termine the controller matrix R̂. If the system has more
than one input, the kernel of G̃2(λRi) in eq. (30) could
have a basis consisting of at least two vectors. Then, the
parameter vector which belongs to the eigenvalue λRi

can be any linear combination of these basis vectors.
Since the parameter vectors are strongly connected to
the zeros of the closed loop system, the equality of
the input/output behaviour of booth systems cannot be
guaranteed for a random choice of the parameter vec-
tors within the kernel of G̃2(λi). Hence, for the exten-
sion to multi input problems, additional conditions for
the parameter vectors have to be taken into considera-
tion.

The main aspect of this controller design scheme is
the calculation of the matrix of eigenvectors VR of the
closed loop system. According to [16] this matrix can
be used to calculate empirical eigenfunctions φ̃i

φ̃ := VR Ĉ1 . (34)

φ̃ is the matrix of empirical eigenfunctions φ̃i evaluated
at the output points. Since the output condition (28)
defines m̂ eigenvectors vRi, only the first m̂ eigenfunc-
tions φ̃i approximate the eigenfunctions of the PDE (2).
The other empirical eigenfunctions φ̃i depend on the
choice of the parameter vectors pi and belong to the
stabilization process. Therefore, they only affect the re-
sults at the transition points and at the boundary points.

4 Example: Beam-Equation
The undamped, onesided clamped beam can be de-
scribed by the linear PDE

ẅ(t, z) +
∂4

∂z4
w(t, z) = f(t, δ(z = 1.5)) (35)

with the boundary conditions

w(t, 0) =
∂w(t, 0)

∂z
=

∂2w(t, 2)
∂z2

=
∂3w(t, 2)

∂z3
= 0

(36)

for z ∈ [0; 2] and t ∈ R+. The solution can be approxi-
mated by a linear combination of 5 ordinary polynomi-
als

φj,K(zK) = z
(j−1)
K , j = 1, . . . , 5 (37)
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in every part K. By subdivision of the domain in two
equally spaced parts K and introduction of four transi-
tion conditions

w(t, 1−) = w(t, 1+) ,

w′(t, 1−) = w′(t, 1+) ,

w′′(t, 1−) = w′′(t, 1+) ,

w′′′(t, 1−) = w′′′(t, 1+)

(38)

the vector ŵK of coefficients is the solution of the de-
scriptor system

EKẅK(t) = AKwK(t) + BK ūK(t)

obtained by collocation with

E1/2 =


0 0 0 0 0
0 0 0 0 0
1 0.5 0.25 0.125 0.0625
0 0 0 0 0
0 0 0 0 0

 ,

A1/2 =


−1 0 0 0 0
0 −1 0 0 0
0 0 0 0 −24
0 0 −2 −6 −12
0 0 0 −6 −24

 ,

BT
1 = (0, 0, 1, 0, 0)

and

BT
2 = (0, . . . , 0)

in parts of the domain.
Introducing a new state space vector w̃T

K = (wT
K , ẇT

K)
and an output equation which provides the values of
the numerical solution at 3 equidistant points in the two
parts

z1,1 = 0 , z1,2 = 0.5 and z1,3 = 1 ,

z2,1 = 1 , z2,2 = 1.5 and z2,3 = 2

yield a descriptor system of order 20 and index 2.
This system has four finite poles in Λ1 = [p1,2 =
±0.929i, p3,4 = ±8.7319i] and 16 infinite poles.

Application of the transformations discussed in sec-
tion 3.2 leads to a state space model (18) with 10
outputs, 9 fictitious inputs, 12 states and 8 cou-
pling conditions for the states. Finally, construction
of a proportional state feedback guarantees the ful-
filment of eq. (38) and closed loop eigenvalues at
Λ1 and additional stabilization eigenvalues at Λ2 =
[−1,−2,−3,−4,−5,−6,−7,−8] · 103.
In fig. 2 the step response of the controlled model is
shown. In comparison with the results of a stable index
reduction method by differentiation [10, 12] the abso-
lute difference between both models is less than 10−7,
but the ”controlled” system has only 12 states compared
to the 20 of the system derived by differentiation. In
fig. 3 the error in the transition conditions (38) (dashed
line) and the boundary conditions (36) (solid line) of
the closed loop system caused by an inconsistent initial
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Fig. 3 Simulation of the error of the closed loop system
output constraints with inconsistent initial conditions

condition w(0, 0) = 1 is shown. Due to the poles Λ2 all
errors vanish nearly complete after 5 ·10−3 s. The mag-
nitude of these errors could be reduced among other
things by choosing the poles Λ2 in a more conservative
way.

Multiplication of the matrix of eigenvectors VR with
the output matrix Ĉ1 reveals the first two empirical
eigenfunctions shown in fig. 4(a). The solutions are
normalized so that the maximum of booth functions is
1. Notice that the solutions are interpolated out of a
few points. Fig. 4(b) shows the empirical eigenfunc-
tions which belong to the stabilization eigenvalues. Ob-
viously, they are nonzero at the transition point and at
the boundary points and zero at interior points. Hence,
they infect only the transition conditions and boundary
conditions.

Comparison with the exact solution shows that the em-
pirical solutions give a good impression of the systems
behaviour [17]. All results in this section can be im-
proved by increasing the number of basis functions NK

in every subdomain or by increasing the number of sub-
divisions.
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Fig. 4 Emprical Eigenfunctions.

5 Conclusions

A method for simulation of linear single input partial
differential equations without mixed derivatives was
presented. Based on line methods the problem can be
transformed into a matrix differential equation. For the
discretization of the space the approach of approximat-
ing the solution by a finite linear combination of basis
functions was used. Instead of using a special function
set, the proposed scheme allows any set of linearly in-
dependent functions. The boundary conditions of the
partial differential equation are taken into account by
”boundary boarding”. With the introduction of static
transition equations the proposed scheme allows the
subdivision of the domain into many subdomains. In
every subdomain different methods for determination
of the numerical solution of boundary value problem
can be used.

The complex simulation of the resulting differential-
algebraic equations can be neglected by transforma-
tion into an output coupling problem. By application
of a proportional state feedback controller the consis-
tency conditions for the state vector can be fulfilled.
For a special choice of the parameters of the control
law, the input/ouput behaviour of the closed loop sys-
tem can be adjusted to the input/ouput behaviour of the
differential-algebraic equation system.
Moreover, the proposed method allows the optimization
of the systems dynamics. Due to the combination of a
virtual controller design and simulation, ”real” control
laws can be deduced easily.

So far, the proposed scheme is restricted to single input
systems governed by partial differential equations. Fur-
ther research will be carried out to extend the method
to multi input systems.
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linearen Mehrgrössensystemen. at - Automa-
tisierungstechnik, 47:165–170, 1999.

[16] A. J. Newman. Model reduction via the karhunen-
loeve expansion part i + ii. Technical Research
Report: Institute for Systems Research, University
of Maryland, T. R. 96-32, 96-33, 1996.

[17] P. Hagedorn. Technische Schwingungslehre Band
2: Lineare Schwingungen kontinuierlicher mech-
anischer Systeme. Springer-Verlag, Berlin, 1989.

Proc. EUROSIM 2007 (B. Zupančič, R. Karba, S. Blažič) 9-13 Sept. 2007, Ljubljana, Slovenia

ISBN 978-3-901608-32-2 8 Copyright © 2007 EUROSIM / SLOSIM


