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Abstract

The quality of a controller is not only dependent on the desigthod. Rather the correspon-
dence between a model and a plant is an important criteriaglslwpractice models are often
adequate or the controller is a priori robust to model errddsually no additional consider-
ations concerning robustness are necessary. But espaoiatihanical system tend to have a
very high system order. For example by replacing the disteith parameters structure by point
masses especially high order modes are missing in a modst rAbdels generated by finite
element methods (FEM) have a high order that makes the dlemtdesign more demanding.
In this case an order reduction is used to get a lower ordertti&original system. In general
the correlation between model and plant is better in the ldveguency range. But also here
the exact position of the poles is not known. Additional gotan be found in the upper fre-
quency range. Especially pole placement is difficult forrssigstems. The unconsidered poles
of the plant and the not exact position of the consideredsaalthe model can move to the right
s-domain using a model based state space controller. Thttegptesents different methods to
deal with such reduced order and not exact models usingsgiate theory. All techniques ex-
cel aseasycompared to modern concepts likg, or u-synthesis [1]. In addition the complete
design process of the controller is highly automated andddo& a method to introduce state
space theory in an industrial environment. The design nastiaoll be compared and tested by
simulations at a power train of a CNC-machine tool.

Keywords: Pole placement, Pole region assignment, Robusiss, Model errors, Output
feedback control.
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1 Introduction

In many cases already the design method of creating pMotor MS TOOP
a model does not consider the behavior of the plant ]
in the higher frequency region. This results in mod-
els that have correlation to the plant only in the lower
frequency domain. Additional poles of the plant can be i 2 L
found in the higher frequency range. Errors compared ] ‘ Spindle” !

to the model are mainly in the lower frequency region.

[] [
In the following some examples of reduced order mod- \\\\\\\\\\\\

els in practice are presented. Machine base

H /Workpiece

Axle (Direct MS) Milling table

Motor | Clutch

e Today computer based engineering and desigsig. 1 A typical construction of an CNC-machine tool
(CAD) is widely spread [2]. Already in early de- gxis
velopment stages one can get easily exact FEM-
models of systems, e.g. mechanical. Therefore
the existence of a prototype is not necessary a
the future behavior in case of controllability of thenf Plant and Model
plant is known. The subsequent creation of a higih the following sections first a CNC-Machine tool will
order state-space model, based on a FEM-modele described in detail. Afterwards the creation of the
is state of the art, but to handle such models afodel is presented. Finally plant and model are com-
order reduction with loss of information is neceS'pared with respect to dynamic behaviour and the re-
sary. guirements for the closed loop system are introduced.

e Another method of modeling mechanical systemg.1 CNC-Maschine Tool

is to fit a measured Bode-diagram to a Bodeg, e cNC-machine tools have up to five axis to han-
diagram of a multi body system (MBS). Becausey; ¢ree formed surfaces. So they are multi-input-multi-
auf measurement accuracy the Bode-Diagram wifl, .+ (MIMO) system with 5 inputs and 5 outputs. Be-
be more exact in the lower frequency region., se of the translational arrangement of the axis the
f]\_b(r)]ve ac%rtam ;rehquelncy no_:lsg |s_do_m_LnIat|ng| anNQystem is mechanically decoupled. So one can design
hgr eetrh(ranr?\ozseloistngtgggtx\gcl;t ase twglféaleé ':‘tg’r(_)nthe controller of each axis separately. Thats why this ar-
Y ticle is focused on designing the controller for a single

e To model mechanical systems often point massex instead of all

are used instead of a distributed parameter modéeh Fig. 1 the mechanical structure of one axis is dis-

By this some of the eigenmodes are neglected. Flayed. Basically it is an electrical motor that powers an

example the beam of an inverse pendulum can bgxle. A spindle connected by a clutch transforms the ro-

such a system. It may oscillate with a high fre-tational movement to a translative movement. Besides

quency that is not considered in the model basegf this most common construction one can also think

on point masses. of a linear motor. Here the motor transforms the force
directly in a translative movement.

This paper describes different methods to design a poige input of the plant is the torque of the moti,.

placement controller based on a faulty model. The gogihe outputs depends on the used measurement systems
is to transfer the controller, based on the model, to thgys). Fig. 1 includes two different MS

plant. Robustness concerning the described modeling
errors is demanded. :
e Indirect MS

The paper results from a cooperation of the TU- )
Darmstadt andSiemens, Automation and Drives ¢ Direct MS.
(A&D). Therefore the desired plant is a computer nu-

merical controlled (CNC) machine tool. In section 2The main differences of the two different MS are illus-
such a machine is shortly presented in detail. trated in Tab. 1. The indirect MS is integral part of

To compare the different model based design tec very power train and is placed directly at the motor.

niques the results are tested at a plant of higher ord&j@Wever the control variable is not the positipp, of
The basic characteristics of model and plant are aldg® Motor butthe position of the workpiece respectively
presented in section 2 e positionz,,,; of the milling table. High sophisticated

machine tools have an additional direct MS not for the
The control structure and the controller design will bevorkpiece but the milling table. In this case the mea-
explained in section 3. A description of the differentsurement position is much closer to the control variable
robustness methods can be found in section 4. Here oti®an in the case of an indirect MS. Low end machines
can also find simulation results. Finally a conclusion ifiave only an indirect MS. Here you have no feedback
presented (section 5). of the desired control variable,,; as only the position
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Tab. 1 Comparison of indirect MS and direct M&
torquep— angle positionw— angular velocityy— po-
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Tab. 2 Poles of model angant |

sition, v— velocity).

Indirect MS | Additional

direct MS
Input M, M.,
Output Vm, Wm Pmy Wi,

Tmts Umt
Control variable ¥m Tt
Desired control Tt Tt
variable

Gj12 Cj2m
M| A P P g | O
Rotatorypart e
Translatory part . e

—5.53 = 203.681
—23.83 +443.55:¢

Model Plant |
0 0
0 0

—5.76 = 209.141
—25.63 +453.40:
—87.21 + 5090.14¢

—1032.58 &= 23846.671

Tab. 3 Pole of the modified planpgant || andplant 111

—6.47 £ 231.68¢
—21.94 4 388.99:
—80.97 £ 5081.59¢

—1032.06 £ 23847.53¢

Plant I Plant Il
0 0
0 0

—6.71 £ 206.057
—15.44 4+ 296.714¢
—71.83 £ 5071.76¢

—1031.29 £ 23846.37¢

{f
dc db

Fig. 2 Example of a 10th order MBS-model represen
ing a CNC-maschine tool axis{— massc— stiffness,
d— damping,F'— force, M — torque,J — inerta).

tfamily includesp different single models

xnvi = Am (&) xmi + b (&) ung
yumi = Cm(&) xmi
i1=1,...,0.

®3)

of the motorp,, is known. So different measurements
can be used for the controller.

2.2 Models Plant and model have two unstable poless = 0).

Fig. 2 shows an example for a 10th order MBS-systerh€ other poles are all complex conjugate. The poles
(m. = 0 kg). The motor torque is feed in the system aPf the model _and the plant can be found in Tab. 2. The
the rotatory mass,,. The milling table can be thought COMPplex conjugate poles are poorly damped. The pole
atm.. As an axis can consist of a rotatory and a transcorrelation of model and plant in the lower frequency

latory part the model is divided adequately. The twd€gion is high but not exact.

parts has to be connected by a kinematic constraint. Tq analyze the robustness of the controller with respect
The MBS-model can be described as a state spa errors between model and plant two additional plants

model. Here the plant will be represented by a stat@l 10th order are defined. The nelant Il has greater
space description of order— 10 pole location errors compared to the model tiptamnt
I. Plant Ill has greater variations thatant Il. The pole

location of the model and the three plants is displayed
in Fig. 3 for the lower frequency regioRlant Il has
significant errors at the second resonance frequency.

2.3 Analysis of Plant and Model

x=Ax+bu

1

y=Cx. (1)
The nominal model of the plant has only one instead ofn€ model is always of lower order than the real sys-
three inertia (Fig. 2). Then the order will reduce by fout®Mm- Because of that it is necessary to find a strategy

with a resulting state space model of oragy = 6 to avoid unstable or poorly damped poles in the real
system closed loop, here represented by the three plant
%M = Ay XM + by u models.

ym = Cum Xy -

)

The general requirements of an industrial used machine
tool are the following

In practise the model will be calibrated by comparing
the frequency response of the model with the measurede Stability and high dynamics
one of the real system. As this procedure is always kind
of faulty and in addition parameters like the mass of the
workpiece, damping values and stiffness can vary, al- § Robustness concerning model errors
ternatively a model family can be defined. If one put all
changing parameters in a vectgrthe resulting model

e Enough damping

¢ Precision in the range of somé—% m.
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pole map
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-100
~200} ' e ] Fig. 5 Structure of a dynamic state space controller
-300+ * |
~a00f o
+ X
ST 20 5 10 = o 5 Errors because of differences between model and plant
real are kind of disturbances. So the controller does not have

] . to care for the command action but only for the distur-
Fig. 3 Poles of model and plants in the lower frequencijance response. This structure was proved of value to
region handle the control requirements and all following meth-

ods are based on it.

The sophisticated part is not the design of the feed for-
ward control but the design of the feedback controller.
y It must be robust concerning model errors.

3.2 Dynamic output controller

As a new approach state space theory is used for the
, S complete design structure of the machine tool. For the

RS , controller FBC in Fig. 4 an output feedback controller

: will be used

u=K(ys—y)- 4)

As the number of outputg of a system is usually
smaller than the number of stateg; a dynamic con-
troller has to be used to place all poles. The structure of
a dynamic state space controller of ordes shown in

Fig. 4 New control structure with feed forward controIFlg' >

(FFC) (FBC-Feedback controller, SFC-State feedbacko design the controller the system has to be extended

controller) by the dynamic controller. Afterwards you get a similar
equation like (4) with [5]

The controller should meet all these specifications. K= { BD XD } . (5)
D D
3 Controller Design The degrees of freedorfi of the controller is defined

First the structure of the controller will be described?Y the number of independent parameters of the con-

Afterwards a design method is presented, that alreadtp!ler matrixK and can be calculated as

addresses robustness concerning model errors.
fe=+a)r+p-q. (6)
3.1 Two-Degrees-of-Freedom structure

The control structure is presented in Fig. 4. Itis baseﬁlIS the number of inputs of the used model. To place

the two-d f.freed trol which X | poles of the closed loop system exactly, the number
gfn twc? pv;(r)t:s, ([esg]re?i-g f_ereede fc?rr\?vacr%ncrc())n t\;\gllics r‘;‘;gsc')'ﬁ of degrees of freedom should be at least the number of
sible for the command action and the controller is reP0€S € Wants {0 placg(= nas + )
sponsible for the disturbance response. To assure steady-state behavior it is essential to have an

integrator in the controller. As a dynamic state-space

As simulations show, the feed forward control works,,ro|ler is used this can be provided by a pole of the
already very well if designed by a low order model [4]'controller in zero §., = 0). So one eigenvalue of the
As all states of the model are known the contratlean  matrix has to be zero

be design by pole placement. The feed forward contro
can be also interpreted as a low pass. The system wilb designK by pole placement only a numerical solu-
only be activate in the bandwidth, defined by the poleson is possible as an analytical one is not possible [5].
of closed loop feed forward system. So an optimization problem has to be formulated.
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A To minimize the penalty function the use of a gradient
method is useful. Therefore an analytical expression
for the gradient, the partial differentiation of the pegalt

tan ¢ = % function with respect to the controller elements, has to
be known.

If the elements of the controller matriK are denoted
by ki, withl = 1,....,p, m = 1,...,q the partial
differentiation of (8) yields

Yo

o nMm+r

aJ Ofik pifun OGik 4:-0:
T ; ; (pi%ep fin +qiMeq 9k>
(11)
with .
Fig. 6 Closed loop pole region Ofik _ 90k 4 & Dk " Wik (12)
Dkt Okim by /B F a2,
and
3.3 Pole region assignment dgi gg;:l SOk + g;:l: - Wik 13)
In order to increase robustness instead of pole place- Ok, NIRRT

9 he partial differential equations in (12) and (13) are
troller FBC in Fig. 4. The poles are not placed at exacy o o) and imaginary part of the pole sensitivity [8]
predefined positions, but one defines an area in whic

all closed loop poles have to be located. As this require- 0Sik 00, Owig

ment is less restrictive it can be interpreted as a kind of Ok Ok Ok

robustness. The method is described in detail in [6, 7]. o S

The desired pole area can be defined by a hyperbola Hte pole sensitivity function indicates how much a
the right border to guarantee a minimum spegdand change of the controller elemeht,, affects the loca-
damping (). At the left side a circle with radiug tion of the closed Ioop_poles. This is the main adva_n_tage
minimizes the maximum eigenfrequency of the close@f the pole region assignment compared to a traditional
loop modes (Fig. 6). Thus the user can design a corRole placement. The method will find automatically the

plex output feedback controller by choosing only thre@oles that fulfil the requirements (defined by the pole
parameters. region) as the inner dynamic is considered. The user

o ) has not to choose exact pole locations of the closed loop
The optimization problem is to place all poles of the_:,ystem that are perhaps difficult to reach.
closed loop systems

ment, pole region assignment is used to design the c%

The pole sensitivity function can be calculated by the
Sik = i +ijwik, i=1,...,0, k=1,...,npq+7r, equation [8]

(7 T oT
inside the desired pole region by the control law (4). Osik _ _ WixbiCnVik . (14)
A penalty function evaluates each pole by its location Okim wlvik
inside or outside the desired pole region T
Hereb,; andc;, are the collum vectors dB and the
nM+r row vectors ofC respectivelyv;, andw?, are the right
J = Z (epi'f“" + eql'g“") (8) eigenvectors and and left eigenvectors of the pples
=1 k=1 To realize steady state behavior predefined elements of
with the controller matrix;,,, must be zero (section 3.2). To
s % [ 2 guarantee this the gradient of some elements must be
Fir = Ouk + b; b+ wik ©) defined as

0J — 0.

ak m N
gik =/ O, +wip — I (10) :

p; andg; are factors to weight the left and right bor-3'4 Problem definition

der of the pole region assignment to each over. Fdbesigning a controller by pole region assignment using
the presented system clgssshould be greater thap  just one model (2) results in good results concerning
(p; > ¢;) as the open loop poles of the plant are mainlghe model. But applying the model based controller to
on the right side of the pole region. the plant (1) of higher order and non exact correlation in

the lower frequency region results in poles of the closed

The functions (9) is defined_, that poles on the right sid op system outside the desired pole region or even un-
of the hyperbola get very high values, poles on the le table behavior

side very low ones. Function (10) delivers great values
for poles on the left side of the circle and lower ones foin the following section different methods to get a better
poles on the right side. robustness concerning model errors will be presented.

and
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4 Methods to handle model errors and
simulation results
In this section different methods of dealing with mod-
eling errors are presented. The first two techniques
change the model the controller design is based on. The
third approach analysis the influence of the number of
output variables that feed the controller. An overview
of the different methods is presented in the following
list:

e Extending the model
e Integrating a model family
e Increasing the number of outputs

e Combination of methods.

9-13 Sept. 2007, Ljubljana, Slovenia

Lo

\

_ _ ) _ Fig. 7 Area of the additional poles for the model exten-
Each technique will be tested by a simulation. Next tg;qn (hatched)

robustness concerning model errors also the dynamic
will be evaluated.

4.1 Extending the model

The nominal model of the plant is defined by the state
space model (2). As the order of the modg} is lower
than the order of the real systen{n,s < n) the closed

loop can have a poor damping or can even be unstabl@ab. 4 Control design details of the methedension

if the higher modes of the the real system are not con-
sidered during the development of the controller.

To increase the accuracy of the model the plant can be
extended. The easiest way to do this is to to increase
the number of inertia of the MBS-system (Fig. 2). This
results in a new model with the ordet, = ny + 2

)‘(ex = AI\/[ Xex T bex u

Yex = Cox X, (15)

The complex conjugate poles of the new model part
should be all faster than the known poles of the model,

as the low frequency poles are assumed to be relatively

correct. In addition it is known that the damping of
the unconsidered poles of the plant will be low, as onl
such poles tend to be unstable or low damped in tr
closed loop. Therefore the additional poles should b
outside a certain circle around the origin (velocity) ant
with a maximum damping,.x (Fig. 7). A controller
designed with the extended model will be more robus
concerning model errors in the higher frequency regiot
because of additional poles approximately account fc
the unknown plant dynamics in the higher frequenc
range.

As output variables for the simulation position,; and
velocity vy, Of the machine table are assumed. Fo
the controller design a model like (15) is used. To ge
enough degrees of freedoms for the optimization a col-
troller of 4th order has to be used. The details of the
defined pole area are presented in Tab. 4.

In Fig. 8 the pole locations of the extended model and
the plants flant I, plant Il, plant Ill) are presented for
the critical area around the origin of complex s-plane.

ISBN 978-3-901608-32-2
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Fig. 8 Poles of model and plants (Methextensioh
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Tab. 5 Control design details of the methfadhily

Tab. 6 Control design details of the methmatputs

9-13 Sept. 2007, Ljubljana, Slovenia

Number of outputs ¢ =2 Number of outputy ¢ =4
Order of controller| r =14 Order of controller| r =2
a =25 a =90
Pole region b="170 Pole region b=155
R =600 R =600
pole locations pole locations
500 500
¥ Poles of the open loop plant ¥ Poles of the open loop plant
400 X Pole sof the closed loop model 400 X Poles of the closed loop model
X <+ Poles of the closed loop plant +  Poles of the closed loop plants
300 3001 +
'b( -1‘ + + +
200t X koK 200 *
X
100} S & * 100F + + +
o * o + +
E 0 5 * £ °F i X px *
-100+ x k33 -100( X + F +
-200 N -200 *
& & + + +
-300F -300F +
X
-400 - -400
* *
_500 i i i ~500 i i i
-150 -100 -50 0 -150 -100 -50 0
real real

Fig. 9 Poles of model and plants (Methfzahnily) Fig. 10 Poles of model and plants (Methautput3

Compared with the single low order model (2) this timdt is not possible to place the closed loop model poles
a stable controller design of the closed loop plants igs fast as with the methagktension This can be ex-
possible. The not considered high frequency poles gflained by the optimization process. It is more difficult
the open loop plant do not move away from the originalo find a solution if more models are included in the
position in the closed loop system. The extended modeptimization.

has a positive effect to the robustness concerning mode.. . : .
errors. Unfortunately the poles of the closed loop pIan(zgh'S method is much better to predict the location of the

are much closer to the imaginary axis than the design sed loop plant poles as all plant poles are surrounded

: ; Dy closed loop model poles. So the area of the known
closed loop model poles. In practise this can result % ; :
an unstable system. closed loop model poles are in the same area as the in

practise not known closed loop plant poles. The high
The method of an extended model leads to a better coffequency poles of the plant stay at the same pole area.

tirgéler design. But the effectis to small to use it in Prac-ry« model family approach seems to be a useful way to

integrate robustness in the controller design process.
4.2 Model family

The errors of the model with regard to the plants that rg=, .y, yesign of the controller a dynamic feedback
sult in not identical pole locations (Fig. 3) can be cong ontroller is used (section 3.2). This structure offers

sidered by the model-family (3). It can be generate e possibility to integrate as many outputs as possi-

from the MBS-modeI (Fig. 2).' The masses are usuall)sle. More outputs result in more degrees of freedom to
known quite exact and damping values can be approxi,

. esign the controller. This increases the optimization
mated by experience values very accurately. The ma rameters
uncertainty is the stiffness so that the used model fani- '
ily is based on a variation of the stiffness parametersistead of only two all four output variables,,, wm,
¢c andeyp, in Fig. 2. The model family approach canz,; andv, are used. The nominal model of (2) is
be implemented by pole region assignment optimizaised for the controller design. Because of this the order
tion (section 3.3). of the controller can be reduceditc= 2 (Tab. 6). The
pole locations are plotted in Fig. 10.

4.3 Increasing the number of outputs

For the simulation a model family of the form (3) with
three models is used. The outputs are the same asTihe poles of model and plants can be located more left
the exampleextension The design details can be find (faster) than in the previous designs. Increasing the
in Tab. 5. The resulting pole locations are presented inumber of outputs; has a more positive effect than
Fig. 9. increasing the order of the controller But as only
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Tab. 7 Control design details of the metheminbination

Number of outputy r =4
Order of controller] r =2

Command and disturbance reaction
T T T

a =50 0.0202 ,S — T
. et poin
POIe reg|0n b == 100 -—- Caszade controler
R — 600 0.0201} New controller i
0.02F AN
€
pole locations c :
500+ 5 00199 *
¥ Poles of the open loop plant =
400 + X Poles of the closed loop model g
<+ Poles of the closed loop plants :
300 X 0.0198 ¥
X+
200} * xt oy % :
0.0197}
100
g o Yo * 0.0196 - : : : :
- 0.1 0.4 0.5 0.6 0.7 0.8
-100 Timeins
-200+ X, K * @
+x+ +
=300 X
Command and disturbance reaction
_a00} + 0.0202 , T T . T
* +++ Set point
-500 —= i i I - = = Cascade controler
-150 -100 -50 0 0.0201F - -* New controller
real
0.02f TN
Fig. 11 Poles of model and plants (Methodmbina- £ :
tiOﬂ) % 0.0199f ;*
g :
0.0198} -
one low order model is used the robustness concernin ;| "
model errors ist not high. The closed loop plant poles :
are much closer to the imaginary axis than the closer il ‘ ‘ ‘ ‘ ‘
0.1 .. . 0.4 0.5 0.6 0.7 0.8
loop model poles. me i
4.4 Combination of methods (b)
Especially thefamily and outputsapproaches seem to b0 Command and disturbance reaction
be useful to design a controller for the presented plant ~ S ‘ ‘ R r—
So the two methods will be combined. The same mode ! 7 7 = Cascade controler
family is used like before (Tab. 7). The pole location  “%%[
. . 1
are shown in Fig. 11. | N
0.021 1 4} < =
The poles of the three models surround the poles of th & i
three plants. So a good prediction of the closed loof s oowsf ! |! ¥
plant system can be done by the model family. The 8 e
high frequency poles of the model stay again in the oo/ 1|1 !
same pole area. Additionally the locations of the poles Ve
is more left than before. This will resultin a good dy- o7 | v
namic of the closed loop system. i
4
. . I T ) i i ) i
4.5 Simulation results 0.019%.1 ,0.2 0.3 0.4 05 0.6 0.7 0.8
Timeins
The command action and disturbance reaction of the fi- ©

nal controller design will be tested by simulation. The
benchmark system is a traditional cascade control strupig_ 12 Simulation results of command action and dis-
ture, which is very common in the field of power trainsyrhance reactiosombination(a) Plant I (b) Plant Il

[91- (c) Plant Il

In Fig. 12 the step response o2&mm positioning and

the reaction td Nm torque step is displayed. This is

done forplant I, plant Il and plantplant I11.

In all cases the new controller structure has advantages

ISBN 978-3-901608-32-2 8 Copyright © 2007 EUROSIM / SLOSIM
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compared to the cascade structure. The command 46}
tion has less overshooting and more damping. Espe-
cially the disturbance reaction shows significant bet-
ter behavior compared to the traditional structure. For
plant Il the control parameters of the cascade structure
had to be adapted. So the new structure has a better
robustness concerning model errors than the traditiong]
structure.

5 Conclusion 8]
Mathematical models of real systems are an essential
part of modern engineering. Especially in the area of
control engineering often the quality of the model influ{g]
ences the results more than the design method of a con-
troller. Unfortunately every model is a simplification
of the plant. Two different types of errors can be dis-
tinguished: A reduced order and general (parameter-)
uncertainties of the model. This article highlights the
problems that result from model errors with special re-
gard to the pole placement technique.

Based on the defined problem of controlling a CNC-
machine tool a method is presented to design a state
space controller using pole placement. The method
is highly automated and can be done without detailed
knowledge of state space theory.

Problems designing the controller occur as the model
has significant deviations to the plant. To prevent un-
stable or poor closed loop behavior different methods
are presented. A model extension tries to consider the
higher order of the system. With a model family pa-
rameter variations can be described. Also the number
of system-outputs that are used for feedback have an
influence on the controller design. It is shown by sim-
ulations that especially the combination of the model
family and the increasing number of outputs results in
closed loops that have more dynamic and more robust-
ness concerning model errors than traditional cascade
controllers.
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