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Abstract

The work deals with a recognition problem usingrabpbilistic-fuzzy model. The model is
based on the notion of fuzzy random variable asd ah the Bayesian theory. The Bayesian
hierarchical classifier is based on a decision-t@eme. For given tree skeleton and features
to be used, the optimal (Bayes) decision rulesafef)y) at each non-terminal node are
presented. The globally optimal Bayes strategy ¢Wwhminimizes the overall error
probability) has been calculated for stage-depentbess function. This fuzzy loss function
means that the loss depends on the stage at whsdhassification is made. The loss function
in our case is fuzzy-valued and is described byzayf triangular or trapezoidal number. In
order to rank fuzzy mean values, we have seletiedubjective method defined by Campos
and Gonzalez. This method is based on Xkeverage valued of a fuzzy number whare
parameter is a subjective degree of optimism-passimin the end, some results of
simulation investigations of this case of patteatognition are presented. This results
presented influence of paramekteon separation point for decision regions at th&t Stage.
This paper contribute to a better understandinip@impact of the choice of a fuzzy numbers
which describe stage-dependent loss function irtigtagje classifier.
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skeleton and the feature used at each non-terminal
node have been specified.

This paper deals with a recognition problem, which | et ys consider a pattern recognition problem, in
assuming a probabilistic model with a full informeat  \yhich the number of classes is equal to M. Let us
— values of a loss function are assumed to be fuzzgsyme that classes were organized in (N+1)
numbers. The class of the fuzzy-valued loss funstio horizontal decision tree. Let us number all nodés o
is definitely much wider than the class of the fealihe constructed decision-tree  with  consecutive
valued ones. This fact reflects the richness of the,mpers of 0, 1, 2,..., reserving 0 for the roatero

fuzzy expected loss approach to describe thghg let us assign numbers of classes from the
consequences of incorrect classification as opptusedM:{l 2,...,M} set to terminal nodes so that each one
the real-valued approach. For this reason, seveig hem is labeled with the number of the classcivhi

studies have previously described decision problems ~onnected with that node. This allows the
in which values assessed to the consequences @fqquction of the following notation [8,9]:

decision are assumed to be fuzzy [1,5,6,11]. These
papers describe only single-stage decision problems* M(n) — the set of numbers of nodes, which
distance from the root i, n=0,1,2,.N. In
particularm(0) ={0}, M(N) =M,

1 Introduction

This paper deals with a multistage recognition
problem We will consider the so-called Bayesian

hierarchical classifier [8,9]. In this recognition __ N

problem the decision as to the membership of ah M = UM(n) — the set of interior node numbers
object into a class is not a single activity butthe n=0

result of a more or less complex decision process. (non terminal),

mechanics of classification can be described bynsea, M O M(N)

; : . — the set of class numbers
of a tree, in which the terminal nodes represettepa

classes, i.e. final classification, and the interiodes attainable from theth node (M),
denote groups of classes. In particular, the rooken i . _
represents the entire set of classes into whicitteqnm * M — the set of numbers of immediate

may be classified. This model has been formulated s descendant nodesii[l M) ,

that, on the one hand, the existence of fuzzy loss

function representing the preference pattern of te m; — number of immediate predecessor ofithe
decision maker can be established; while, on therot th node (0).

hand, a priori probabilities of classes and class-

conditional probability density functions can beegi. We will continue to adopt the probabilistic modél o
the recognition problem, i.e. we will assume theat t

In the further part, after the introduction of NESAY class number of the pattern being recognized
symbols, we will calculate the set of Opt'maleDM(N) and its observed features x are

recognition algorithms for internal nodes, minimii o .
9 g & realizations of a couple of random variabhlgsandX.

the global quality indicator. As a citerion of Complete probabilistic information denotes the
optimality we will assume the mean value of thezfuz P P - o i
knowledge of a priori probabilities of classes:

loss function (risk), which values depends on thges
of the decision tree, on which an error has occlrre p(in) =P =in)s in OM(N) (1)
The presented algorithm will be illustrated by a

simulation investigation in which crisp method forand class-conditional probability density functions

ranking fuzzy numbers was applied. ij )= f(x/ jn), XOX, jn OMN). (2)

2 The multistage recognition task Let
Tie syiness of rutstge clsster s 8o 0 0nt gznion
components: denote vector of features used at the i-th nodéghwh
« the decision logic, i.e. hierarchical ordering of'@ve been selected from the vector x.

classes, Our target now is to calculate the so-called mialge
« feature used at each stage of decision, recognition strategyty ={y}i5; -, that is the set of

« the decision rules (strategy) for performing therecognmon algorithms in the form:

classification. WX —»Mi, iOM . (4)
Formula (4) is a decision rule (recognition aldgumi)
gsed at thé-th node which maps observation subspace

This paper is devoted only to the last problem.sThi
means that we will deal only with the presentatidn
decision algorithms, assuming that both the tre
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:100;?: set of immediate descendant nodes ofi-the A>B o V§‘(A) ZVS)‘(B) . )

his A-average ranking method extends some well-
i . i _ nown ranking functions [3,12]. One of the most
of the class jy is assigned to the classy relevant characteristics of the ranking method thase

(insin OM(N)). Our aim is to minimize the mean op the functionv s its feasibility, which is due to
risk, that is the mean value of the fuzzy loss

Let L(in, jn)denote the loss incurred when object

function [6]: the following reason: when we appbg‘ on the fuzzy
- . expected value of an integrably bounded fuzzy
R (my )=min E [L(In,IN)= (5) random variable the computation of this fuzzy

Indn expected value is not required. Th@verage value of

a fuzzy expected value is reduced to the expected
value of a classical random variable, namely, the

composition 01’\/5A and the fuzzy variable [10].

=min E [L(¥(X),IN)]
X,J

N
We will refer to the Tﬁ\J strategy as the globally

optimal N-stage recognition strategy. 3 The recognition algorithm for stage-

The fuzzy-valued loss function is described bylependent fuzzy loss function
triangular or trapezoidal fuzzy number. The gt s assume now
trapezoidal fuzzy number is characterized by meéns

a membership function: [(iN NN ) = [j(w) (10)
0 x<a . )
where w is the first common predecessor of the sode
fa(X) asxs<b iy and jy (in. iy OM(N)). So defined fuzzy loss
Ha(®m =y 1 bsxsc (6)  function means that the loss depends on the stage a
ga(x) c<xsd which misclassification is made. Stage-dependent
0 x> d fuzzy loss function for the three-stage binary sifder

are presented in Fig. 1
and triangular fuzzy number is characterized bymeea

of a membership function: Putting (5) into (4) we obtain the optimal (Bayes)

strategy, which decision rules are as follows:

0 asx wH(x )=i (11)
fA(X) as x<b I My ~in+l
Ha(X)T = (7)
ga(X) bsxs<c ~g ~g )
0 X>C (LA(in) _LA(in+1))p(ln+1) fin+1 (Xin)+

where fo and g are continuous functionsfa is 4+ v

MG B, )0 Uneafine Jne2) %
increasing (from 0 to 1)g is decreasing (from 1 to  i,.,0M™ " n

0). *Pln+2) Tj 06 )+
In order to rank fuzzy mean values, we have sealecte

the subjective method defined by Campos and . [s. S 1a%n fine in) %

Gonzalez [4]. This method is based on Aaverage "(JN’l)jNuMJNfl

valued of a fuzzy number, which is defined fér as )

the real number given by xp(in) Fj, (6 l-1=

- 1
VA(A) = [Dag; + A-Naglds@) @ - max{(l:j(i R CIACRE
0 KM n ak) n

where Ay =[ag;,aq2], AO[0,1] and S being an > [(Ei(k)_tj(j ))qD(jn+2/kajn+2)x
k n+2

additive measure o [0 [0,1] . j M

The A parameter is a subjective degree of optimism- *P(ins2) fj (% )+
pessimism. In a loss contextz0 reflects the highest mzoon
optimism, whileA=1 reflects the highest pessimism. s S 0% K )%
Then, the\-ranking method used for comparing fuzzy d(iy-) ’

: NS
. . i OMm N-1
numbers is given by: N
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xp(in) 04 1)

for in OM(n), n=0,1,2,...,N-1, where

q*(jN lin+1,Jn) denotes probability of accurate
classification of the object of the clagg, in further

stages usinglﬁ\, strategy rules on condition that o
the n-th stage thg,,; decision has been made.

n

Fig. 1 Interpretation of stage-dependent fuzzy loss
function

4 Project of simulation investigations

Let us consider the two-stage binary classifiespné

9-13 Sept. 2007, Ljubljana, Slovenia

case 2L5 = (2,4, 4,6)1, Ly = (0,05,051),
case 3L = (115 253y, L° = (0,005,

case 4.5 = (115, 25,3)y,, L = (051157,

and are described by triangular or trapezoidal
membership function

Due to the peculiar distribution 0K5 and Xg, the

decision rules ‘#5* and QUG*, at the second stage of
classification, the separation point are following:
xg = 225 and xg = 09. Let us now determine the

rule ‘#6 at the first stage of classification. From (7)
we obtain:

(L§ - L) p() f5(xo) +
+ L (a7 /5,1 p@) f1(xo) +
+9"(2/5,2) p(2) f2 (%)) >

Yolxo) =15, if > (L5 -LF)p(6) fe(x) +
+ L7 (97 (3/6,3) p(3) f3(xo) +
+q" (476, 4)p(4) f5(x0)),
6 otherwise,

in Fig 2. Four classes have identical a priori

probabilities which are equal 0.25. Class-conddlon
probability density functions of featureXg and

X are following:

4-|x5 -2, while 15<xy<25
f1(xs) = .
0 otherwise
4-|x5 - 25, while 2<xy<3,
fa(xs) = s - 29 0
0 otherwise,
4-|xs -2, while 15<x,<25
f3(xe) = s =2 0
0 otherwise
4-|xg—13, while 08<xy<18,
faxg)={ e 71 o
0 otherwise
The feature X is triangular in each class with the
following  class-conditional probability  density
functions:

2-|xs -1, while 0<xp<2,

f1(X) = f2(Xo) :{ 0 otherwise

2-|xs -2, while 1<xy<3,

f3(Xo) = f4(Xo) ={ 0 otherwise

The stage-dependent fuzzy loss function are tr

following:

case 1L§ = (233 4, L =1 2 23,

ISBN 978-3-901608-32-2

Putting now the data of example, and use Campos-
Gonzalez method for comparison fuzzy risk, we
finally obtain results presented in Fig. 3-6, where

value of point xb (separation point for decision

regions at the first stage) in function of paramétes
presented.

Fig. 2 lllustrate of simulation — decision tree
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Fig. 3 Separation point for decision regions atfitst
stage —case 1
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5 Conclusions

In the paper we have presented the multistage Bayes
classifier with a full probabilistic informationnIthis
recognition model a priori probabilities of classasl
class-conditional probability density functions are
given. Additionally, consequences of wrong decision
are fuzzy-valued and are represented by triancgadar
trapezoid fuzzy numbers. In this work we have
considered algorithm for hierarchical classifierthwi
stage-dependent fuzzy loss function when obsenvatio
of the features are crisp. We use Campos-Gonzalez
method for comparision fuzzy risk. Simulation
TR investigations presented infuence of paramétem
u] 0.z 0.4 06 0.s 1
tambda separation point for decision regions at the fitsige.
This paper contribute to a better understandinthef
Fig. 4 Separation point for decision regions atfite#  impact of the choice of a fuzzy numbers which
stage — case 2 describe stage-dependent loss function in multistag
classifier.
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