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Abstract

Complexity of System-on-Chip design has grown step by step in the last decade. Beside tremen-
dous capacities of transistors developers have to deal with new features such as run-time recon-
figuration. Run-time Reconfiguration, in particular, rapidly emerged and is currently provided
by several FPGA series. Those features demand new methodologies for modelling and sim-
ulation, verification, and evaluation. Furthermore, the focus moves towards the interconnect
structure that has to be scalable and adaptable to multiple requirements. To cope with the chal-
lenges of interconnect and system-on-chip design, hardware designers divide their systems into
smaller sub-systems. A general approach for dividing up complete systems is tile-based mod-
elling where tiles contain similar-sized groups of elements. This model is introduced for static
as well as for dynamically reconfigurable systems. The one-to-one relation of the simulation
model of a single tile and real tile on an FPGA is sketched and re-used for a tile-based model of
run-time reconfigurable networks-on-chip. Additionally, its application to an existing adaptive
network-on-chip, CoNoChi, supporting irregular topologies and changes of topology at run-
time is shown. A complete simulation suite based on SystemC is introduced with the goal to
establish a base for other application-specific derivatives.

Keywords: Tile-based Modelling, Network-on-Chip, Run-Time Reconfiguration,
SystemC.
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1 Introduction
The growing complexity of Integrated Circuits (ICs)
and, years ago, the need to facilitate design reuse mo-
tivated the System-on-Chip (SoC) approach which is
now state of the art. As SoC designs were incorpo-
rating an ever increasing number of modules compris-
ing altogether several hundreds of millions of transis-
tors efficient module interconnect structures became a
crucial issue which has been widely discussed in liter-
ature during the last years. Arbitrary interconnection
structures require different module interfaces and com-
munication protocols. Furthermore, the design goals
are spread from high bandwidth, low latency to small
area or low power consumption. Usual interconnects
have in common that they establish dedicated or bus-
based links of modules. Unfortunately, bus-based sys-
tems do not scale very well with an increasing amount
of IP (Intellectual Property) cores and may not meet the
requirements of all systems [1]. Hence, a new com-
munication paradigm, packet-based Network-on-Chip
(NoC) [1, 2], was established and applied to Applica-
tion Specific Integrated Circuit (ASIC) designs. Cur-
rently there exist a couple of research approaches for
NoCs to be used in ASIC designs such as SPIN [3] and
Nostrum [4] and commercial approaches such as Spi-
dergon [5]. Their advantages over standard intercon-
nects have been well examined for different applica-
tion areas concerning power consumption, bandwidth,
latency etc. Spidergon in particular is accepted as a suit-
able solution for SoC designs concerning applicability,
scalability and performance [6].

Nowadays, Field Programmable Gate Arrays (FPGAs)
become more and more popular to implement complete
SoCs. Due to an increasing amount of gate equivalents
and decreasing costs per device they growingly form a
suitable platform in the field of e.g. media-stream pro-
cessing. Moreover, NoCs become applicable on FPGAs
on recent devices such as Xilinx Virtex-II [7], Virtex-
4 [8], or Virtex-5 [9] which now provide this number of
gate equivalents. Their presence makes NoC feasible
for FPGA-based system-on-chip design.

Beside the growing gate capacity FPGAs provide the
feature of being configurable with different configu-
rations to be adapted to their application field or just
changing conditions. In contrast to legacy FPGAs mod-
ern ones do not only support reconfiguration of the
whole device, they even offer the opportunity to be re-
configured partially at run-time. So, they are able to
form dynamically reconfigurable systems where hard-
ware modules, parts of the system, may be exchanged
during run-time. Areas that are not affected by recon-
figuration can continue without interruption. This fea-
ture of modern FPGAs enables changes of area allo-
cation and interconnect topology over time and, thus,
makes system design and evaluation harder.

Varying number, size and shape of exchangeable mod-
ules as well as their communication requirements such
as bandwidth and latency have an impact on the com-
munication architecture. Using a fixed communica-
tion network with fixed interconnection ports for hard-

ware modules generally leads to an inefficient usage of
FPGA logic resources. Thus, flexible networks should
enhance area utilisation while meeting the performance
requirements. Hence, the evaluation of more flexible
communication infrastructures and their comparison to
fixed ones are important to detect and quantify the bene-
fit. Current NoCs proposed for ASIC design do not sup-
port topology changes at run-time so that their topol-
ogy has to be determined at design time and cannot
be adapted to a changing SoC structure. Therefore,
the drawbacks of bus-based interconnects are not com-
pletely removed for dynamically reconfigurable SoCs
by static NoCs.

So, scalable and topology-adaptive NoCs for those sys-
tems seem to be a suitable solution. There are dif-
ferent approaches [10] but only few are scalable and
support irregular topologies. The simulation suite pre-
sented here provides a test bed selectively on transac-
tion or even on cycle-accurate level for tile-based FPGA
designs using packet-switched NoCs as on-chip sys-
tem interconnect for run-time reconfigurable systems.
The simulator is based on the idea to divide the ar-
ray of logic resources into tiles. These tiles build the
atomic exchangeable units for all reconfiguration pro-
cesses. They may contain basic functionalities and per-
manent interconnects to adjacent tiles which are bound
to larger possibly irregular shapes implementing a func-
tionality on their tile compound [11]. For the simulator,
the C++ class library SystemC [12] is used as simu-
lation core engine. SystemC brought out by a pool of
companies and research institutions backs the top-down
design methodology so that each module can be itera-
tively developed and supports system design on an ar-
bitrary level. Today, it is applied in almost all areas of
hardware development.

The paper is organised as follows: In the next section
the basic model and its application in hardware design
for standard and run-time reconfigurable systems is ex-
plained. Section 3 shows the simulation suite with sys-
tem partitioning and application-specific parts. Then,
Section 4 presents an application example utilising the
simulation system and, finally, the paper is summarised.

2 Tile-based Modelling
2.1 Static Tile-based Models

Competing with the growing number of transistors is a
crucial issue in actual hardware design. Especially, ver-
ification and evaluation of systems and sub-systems is
difficult. For this reason systems are broken down into
a set of few components which allows to assemble the
complete system by using an arbitrary number of each
element. A frequently used method is generating tiles
of same size and interface structure but providing dif-
ferent application-specific functionalities. Because of
the unified interfaces tiles can be easily combined to
form larger systems. Above all, system verification and
evaluation can also be broken down to verification and
evaluation of each element of the building set. These
tasks might cause less effort than dealing with the com-
plete system at once.
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Furthermore, placement of modules with unified shapes
and interfaces does not cause spatial waste. Addition-
ally, cost of wiring is reduced by just connecting neigh-
bouring tiles. Long wires across the die with a deceler-
ating impact on the overall system speed are avoided.
Systems based on the tile-based modelling approach
have also shown good ratios concerning power con-
sumption and computing power. With regard to power
efficiency Synchroscalar [13], for example, a tile-based
architecture for digital signal processing, outperforms
standard ASIC implementations as well as standard dig-
ital signal processors. Another approach brought out by
Intel is an 80-core programmable processor [14] that is
regularly built up by utilising a single type of tile. All
tiles include a router to establish an on-chip network
by connecting all neighbours in 2D-mesh. This multi-
core processor achieved more than 1 Teraflop while the
power consumption with 62 W is rather low.

In general tile-based approaches deal with rectangular
tile shapes. Other shapes that provide similar features
for loss-less placement and unified interfacing can be
applied, too. In [15] a chip design based on hexagonal-
shaped modules to increase connectivity is presented.
Because of its hexagonal structure the architecture is
called HoneyComb. Basically, a HoneyComb architec-
ture consists of three different types of tiles: a datapath
tile, a memory tile, and an input/output tile. All tiles
include a router to establish any link between tiles. The
input/output tile simply installs an interface to the usual
SoC world by establishing a certain bus interface. The
datapath tiles include functional elements for data pro-
cessing and the memory tiles simply store data.

Decomposing a system into modules and even smaller
parts such as tiles can be seen as a functional and par-
tially data decomposition. In terms of parallel process-
ing the idea of re-using the tile-based model to execute
the simulation in parallel by distributing the tiles sug-
gests itself. Unfortunately, SystemC as a basic simu-
lation core does not support parallel execution. This
issue is addressed but not yet solved by the community.
Thus, with regard to parallel computing the model can
be taken as a contribution for the future.

2.2 Dynamic Tile-based Models

Beside customised ASIC designs tile-based modelling
can be applied to FPGA designs as well. As shown in
Figure 1, FPGAs also provide a regular structure with
long wires to establish connections across the whole de-
vice and logic blocks implementing functions with in-
puts and outputs. Additionally, each block contains a
small memory. Unfortunately, irregularity is often in-
troduced by application-specific function blocks or sim-
ply hard-wired components such as embedded proces-
sors. Dividing an FPGA into tiles delivers multiple tile
types depending on the device and granularity. So, a
tile can be a single logic block or may span over a cou-
ple of logic blocks so that at least all contain the same
resources.

Utilising the modelling technique on FPGAs leads to
reconfigurable system designs where reconfiguration is

Fig. 1 Generic FPGA architecture.

performed on coarse-grained level by exchanging tiles.
Modern FPGAs such as the Virtex-4 family allow tile-
based replacement of configuration data. Additionally,
these devices can be reprogrammed even partially from
inside so that a SoC can adapt itself autonomously.
Although these features are now technically matured
the tool chain does not include support for developing,
simulating, and verifying reconfigurable SoCs at once.
Currently, each system configuration must be devel-
oped to create differential configuration data to change
the system partially later on.

The tile-based modelling and simulation approach for
run-time reconfigurable systems based on SystemC is
introduced by [11]. Existing approaches for modelling
run-time reconfigurability with SystemC are discussed
and the method for tile-based models is motivated and
derived by current FPGAs. SystemC is widely used for
modelling and evaluating hardware designs on a high
abstraction level. Nowadays, different tools allow to
refine the system model e.g. using VHDL to map it
to the target device while keeping the test method im-
plemented in SystemC so that there is a reduced risk
of faults compared to test methods reimplemented in
other languages on lower levels. As well as SystemC
supports nearly all levels of abstraction in hardware de-
sign, the tile-based model can be applied to all of these.
It is targeted to cycle-accurate transaction-level mod-
els [11]. Actually, SystemC designs are not run-time re-
configurable but the work of [11] enlarges the SystemC
tool suite by this feature to bridge the gap from usual
SoCs to run-time reconfigurable ones.

In the simulation suite presented here, the simulation
models of tiles are basically the same as usual SystemC
modules. Each type of tile has to be modelled once and
the complete system is assembled of multiple instances
of any type. Modelling run-time reconfigurable tiles in
SystemC reuses the concept of unified interfaces. But
the internal functions are moved to polymorphic func-
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Fig. 2 Reconfiguration of Tile Array.

tions or objects so that they are able to change their be-
haviour or type, respectively, at run-time. The relation-
ship between SystemC tiles and FPGA tiles is generally
one-to-one. The size of a SystemC tile can be chosen
arbitrarily whereas FPGA tiles are constrained by de-
vice limits such as frames, slices, or logic blocks. E.g.
the Xilinx Virtex-4 [8] and the Virtex-5 [9] series of-
fer a fine reconfiguration granularity. In contrast to the
Virtex-II series where a frame always spans the com-
plete height of a column, the height of a frame of these
architectures is a multiple of 16 or 20 configurable logic
blocks (CLBs), respectively. Thus, the smallest unit
that can be reconfigured consists of a tile with a width
of one CLB and a height of 16 or 20 CLBs.

The designer of the model is responsible to take area
consumption into account and to keep the tiles within
the targeted range of functionality. In case of imple-
menting functional units that span over multiple tiles,
these tiles are compounded in the SystemC model and
a master tile is selected that executes the functionality.
The others are only used for interconnects while their
functional capabilities are switched off.

Figure 2 depicts the exchange of tiles within a tile-
based simulation model. A global management systems
keeps the configuration data and can be accessed via
the internal configuration access port (ICAP, the term
is taken from Xilinx FPGAs). The ICAP receives a
packet with addresses and new configuration data for
certain tiles and passes it to the global model manage-
ment which represents the configuration memory. Util-
ising its global perspective the management calls the re-
configuration functions of the tiles affected in this pro-
cess. The new configurations are ready after a certain
period of time. This period represents the time con-
sumption or costs of reconfiguration. The reconfigura-
tion costs rc are approximately determined by a linear
function of the number of affected tiles n:

rc(n) = b−1
ICAP × (stile × n + h)

where bICAP is the bandwidth of the ICAP, stile is the
configuration stream size of a single tile and h is a con-
stant value for header, footer and control information
in the configuration stream independent of the number
of tiles. So, rc(n) delivers the time the reconfiguration
process consumes.

3 Simulation

The NoC simulator is based on the tile-based SystemC
model introduced in Section 2.2. Any simulated topol-
ogy is embedded in a two-dimensional array of tiles.
Each tile has rectangular shape with the same amount
of input and output ports per edge. In contrast to other
simulations with similar goals using tiles incorporating
a router combined with a functional element [16], the
tiles here are targeted to comprise either a router or a
dedicated NoC interface with a functional unit. This
may lead to irregular, non-grid topologies of the NoC.

As shown in Figure 3, the SoC software simulation
model is divided into a static and a reconfigurable part.
These two basic parts generally build up the complete
run-time reconfigurable system. The static part is built
up as a usual SoC design. It mainly contains perma-
nently needed application-specific features such as in-
terfaces or management components. The reconfig-
urable part is a two-dimensional array of tiles which
are SystemC modules executing polymorphic functions
[11]. There are components which have to be part of
both, static and reconfigurable, part to keep consistency
within the on-chip interconnect structure. So, the NoC
links and the modules are available in the static part,
too. Thus, they are elements of both system parts.
The implementation of those NoC elements is encap-
sulated in C++ objects so that they can be re-used in
any SystemC module. In Figure 3 the components
and their classification within the simulation system are
sketched. A set of essential NoC functions provided by
tiles and static part is shortly described in the following:
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Fig. 3 Architecture of Simulation System

• SWITCH. The switches, see module Sw in Fig-
ure 3, perform their routing decision by look-ups.
The routing tables needed have to be centrally pre-
pared and sent via NoC.

• LINK. Because all components are distributed
among an array it is not necessarily the case that
communication neighbours are placed in adjacent
tiles. So, functionally unused tiles can connect
neighbous directly and loss-less. They are noted
as Wx in Figure 3.

• INTERFACE. Each reconfigurable function unit
(RFU) connected by the NoC needs a unified in-
terface to be attached to the NoC. In Figure 3, they
are included in the RFU processes denoted by fx.

• WRAPPER. If data is injected from outer world
into the SoC the data has to be packetised and at-
tributed with the protocol information. For this
purpose a wrapper, see module Wrp in Figure 3,
has to be made available at least as a static mod-
ule.

Additionally, arbitrary functions can be included in a
tile to complete a customised simulation model. All
functions incorporated within a tile must be added to
the reconfiguration procedure so that it is callable by a
unique identifier that is used in the whole system.

The setup of a complete simulation is externally de-
fined using an XML-based configuration file. It con-

tains all simulation-model parameters: the global ones
such as system clock speed, the set-up of the static
part including modules and their specific parameters.
Furthermore, the reconfigurable part is defined by the
dimension of the tile matrix n × m. As well as the
static modules, all used RFUs must be defined and
parametrised. Beside the functionality of an RFU its
latency and throughput is mandatory for correct simula-
tion of the NoC behaviour. Depending on the manage-
ment strategy at least an initial configuration of the re-
configurable part is mandatory. Applying on-line place-
ment for RFUs and NoC components the resulting con-
figurations are hardly predictable and cannot be and, of
course, do not need to be previously defined. Limiting
the system to few configurations and reducing the man-
agement to find the most suitable one for the moment
a set of all valid configurations must be defined. The
management strategies must be implemented on their
own, only the basic technique of computing the differ-
ence of two configurations and creating the correspond-
ing configuration stream is provided. Arbitrary proto-
cols are difficult to support but it is possible to define the
packet part which is used for look-up in the switches,
routers and NoC interfaces.

The simulation is driven by data to be processed by the
system. This data has to be packetised. Thus, even if
there is a continous, non-discrete data flow from out-
side, the data is re-organised by the wrapper as men-
tioned above. Combining these two steps the simula-

Proc. EUROSIM 2007 (B. Zupančič, R. Karba, S. Blažič) 9-13 Sept. 2007, Ljubljana, Slovenia

ISBN 978-3-901608-32-2 5 Copyright © 2007 EUROSIM / SLOSIM



Fig. 4 Multiplexed packet, header (white box) and pay-
load (grey-shaded boxes), generation using various dis-
tributions for bandwidth (continuous) and packet size
(histogram).

tion can generally be fed by a packet generator. Cre-
ating packet streams synthetically is a rather crucial is-
sue. Here, combinations of standard techniques are pro-
vided. First, single streams or flows can be generated
using different distributions such as Poisson or Uniform
distribution. Second, because of the bursty nature of
traffic the b-model [17] is included and finally, third,
several flows are multiplexed to get a combined stream
of different packet flows. Figure 4 shows the packet
generation process by creating several flows with own
data distributions, continuously depicted, and packet-
size distributions, histogram. All flows are multiplexed
to retrieve a single flow for the simulation.

Simulation traces are basically reduced to adding
needed information to the packets so that the complete
path of any packet can be reconstructed. Based on the
packet trace, component performance information can
be gained by filtering all packets that passed the com-
ponent in the requested period of time. The packet trace
is generated by formatting packet and collected moni-
toring information using an XML scheme and dumping
it into a file. The data is only stored when a packet is
terminated by any reason. The trace file is evaluated
and statistics of internal model components, system be-
haviour and performance measures are generated after a
simulation run. Thus, stability measures such as confi-
dence intervals are currently not controlled at run-time.
Sufficient run-time cycles of the simulation must be de-
termined by estimations and test runs.

Beside the analysis of the NoC features and perfor-
mance the simulator provides a means to develop and
evaluate strategies to detect the point of reconfiguration
and procedures to perform the reconfiguration. System
reconfigurations generally base on events generated in-
or outside of the system. For instance, a monitor sur-
veys performance data and internally triggers reconfig-
uration. Decisions therefor are made by various algo-
rithms which have to be tailored to application-specific
purposes. Thus, the simulation can be utilised to deter-
mine an application-specific subset of monitoring data

and a suitable reconfiguration management algorithm.

4 Sample Simulation Model: CoNoChi
Based on the previously described methodology a
topology-adaptive dynamically reconfigurable NoC
called CoNoChi (Configurable Network-on-Chip) [18]
was modelled, simulated and functionally analysed.

4.1 Components

CoNoChi comprises virtual cut-through switches with
four equal full-duplex links. The links can either be
used for connections to adjacent switches or for con-
necting an RFU to a switch. The switches contain rout-
ing tables so that forwarding decisions are made by
look-up. The interfaces buffer incoming and outgo-
ing packets, collect performance data if needed, and are
able to re-target packets in case they are misrouted after
a reconfiguration. The protocol wrapping is included in
the dispatcher that performs mapping of incoming data
to RFUs by table-based look-ups. Adaptability enables
to implement only the minimal number of switches re-
quired for a given configuration of hardware modules,
minimizing both overall latency and area requirements
of the network.

The design of CoNoChi is oriented at the reconfigura-
tion capabilities of the Virtex-4 FPGA series, i.e. the
smallest unit that can reasonably be reconfigured dur-
ing runtime is a CLB column consisting of 16 CLBs.
This leads to a tile size of 16x16 CLBs which is suf-
ficient to contain a complete CoNoChi network switch
with 32 bit link width running at about 75 MHz.

4.2 Management

The protocol is three-layered. It contains a physical,
logical and application-specific layer. It is designed to
support the current physical topology and a sort of over-
lay network that might be organised in an application-
specific manner to bind processes to logic, not physical
addresses. Logical addresses can be mapped to other
physical ones in case another component takes over.
The application-specific layer is used for control of the
target RFU by indicating the type of data and if present
the mode how to process it.

Further on, the central management instance is the re-
configuration manager. It computes the routing tables
for each switch and sets up the dispatcher and evaluates
the collected monitoring data to adapt the system to the
current load situation.

4.3 Reconfiguration

Depending on the topology, switches can be added
to or removed from the network without stalling the
NoC. The NoC only contains switches which are cur-
rently needed for operation. When RFUs are inserted
or removed by dynamic reconfiguration the number of
switches and their locations have to be adapted by the
same mechanism as well. To guarantee full connec-
tivity of the NoC special precautions have to be taken
in order not to isolate parts of the NoC. So, first inner
nodes of the NoC graph can only be removed if the NoC
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Fig. 5 Sample Simulation Model

graph is not separated in two graphs. Additionally, a
link can only be removed if there exists another way to
connect both involved switches. If both conditions are
satisfied, first the routing tables and the dispatcher are
adapted to the temporary topology with removed switch
and/or links, then the affected part is reconfigured and
the routing tables and the dispatcher are set up to the
new established configuration. A detailed description
of certain cases is beyond the description of the simula-
tion itself and can be found in [19].

4.4 Application

CoNoChi is applied to the architecture of a dynamically
reconfigurable network co-processor DynaCORE [20].
Figure 5 shows a complete simulation model with a
static part including system I/O using a receive and
transmit unit, the ICAP, and the reconfiguration man-
ager which cares about NoC routing and detecting the
need for reconfiguration with regard to system load and
data processing requirements. The system information
is collected in the NoC interfaces and send via the NoC.
The configuration data as well is sent via the NoC to
the ICAP. The decisions are based on monitoring data,
the current system configuration and possible succes-
sor configurations. If the estimated gain of a reconfig-
uration is smaller than the reconfiguration cost the sys-
tem would not be improved. Thus, the reconfiguration
should not take place. The dispatcher assigns incoming
data packets to RFUs by table look-up. Further on, it
performs protocol wrapping for incoming packets. The
model is currently used to test and develop algorith-
mic details and architectural aspects of the management
modules.

5 Conclusion
High-level simulation of complete complex SoCs in-
cluding their interconnect is a crucial issue for hardware
design. Especially, the evolution trends towards NoC
and run-time reconfigurability demand new methodolo-
gies and tools. The simulation system presented here
bases on a tile model. It is highly configurable so that
models can be adapted without re-writing the complete
code. Furthermore, the simulation results are reduced to
packet traces. These traces can be evaluated at a post-
processing step to gain any internal system information
about performance and load. The simulation suite ap-
plies SystemC because it allows detailed modelling of
hardware. As an example for NoCs, CoNoChi is ap-
plied here. Its set-up and algorithms are sketched in
round terms to demonstrate a topology-adaptive NoC
with promising features and but also high resource re-
quirements for management. All in all, the simulator
described here provides a suitable system to analyse
NoC efficiency and reconfiguration strategies in SoC
designs.
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