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Božeťechova 2, CZ-612 66 Brno, Czech Republic

kunovsky@fit.vutbr.cz(Jiřı́ Kunovsḱy)

Abstract

The words ”stiff system” are used frequently in this work as it is the top topic of it. In particular
the paper deals with stiff systems of differential equations. To solve this sort of system numer-
ically is a diffult task. In spite of the fact that we come across stiff systems quite often in the
common practice, it was real challenge even to find suitable articles or other bibliography that
would discuss the matter properly.
On the other hand a very interesting and promissing numerical method of solving systems of
ordinary differential equations based on Taylor series has appeared. The question was how to
harness the said ”Modern Taylor Series Method” for solving of stiff systems.
The potential of the Taylor series has been exposed by many practical experiments and a way
of detection and solution of large systems of ordinary differential equations has been found.
Generally speaking, a stiff system contains several components, some of them are heavily sup-
pressed while the rest remain almost unchanged. This feature forces the used method to choose
an extremely small integration step and the progress of the computation may become very slow.
However, we often need to find out the solution in a long range. It is clear that the mentioned
facts are troublesome and ways to cope with such problems have to be devised.
There are many (implicit) methods for solving stiff systems of ODE’s, from the most simple
such as implicit Euler method to more sophisticated (implicit Runge-Kutta methods) and fi-
nally the general linear methods. The mathematical formulation of the methods often looks
clear, however the implicit nature of those methods implies several implementation problems.
Usually a quite complicated auxiliary system of equations has to be solved in each step. These
facts lead to immense amount of work to be done in each step of the computation.
These are the reasons why one has to think twice before using the stiff solver and to decide
between the stiff and non-stiff solver.
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Jǐrı́ Kunovsḱy graduated at Brno University of Technology, in 1967. Dur-
ing most of his time at BUT he has taught and directed research in Com-
puter Science, specially in simulations of ”Security-Oriented Research in
Information Technology”. He has created the simulation language TKSL
(II-2007/TKSL is available now).

Proc. EUROSIM 2007 (B. Zupančič, R. Karba, S. Blažič) 9-13 Sept. 2007, Ljubljana, Slovenia

ISBN 978-3-901608-32-2 1 Copyright © 2007 EUROSIM / SLOSIM



1 Introduction
This paper is related with computer simulations of
continuous systems. The research group HPC (“High
performance computing”) has been working on ex-
tremely exact and fast solutions of homogenous differ-
ential equations, nonlinear ordinary and partial differ-
ential equations, stiff systems, large systems of alge-
braic equations, real time simulations and correspond-
ing software and hardware (parallel) implementations
since 1980.

The Modern Taylor series method (MTSM) developed
at our university is an original mathematical method
which uses the Taylor series method for solving differ-
ential equations in a non-traditional way. It has been
verified that the computation quite naturally uses the
full hardware accuracy of the computer. Taylor se-
ries computations are based on an automatic integration
method order setting, i.e using as many Taylor series
terms for computing as needed to archive the required
accuracy.

Unfortunately, it is easier said than done as there are
some peculiar systems of differential equations, which
cannot be solved by commonly used (explicit) methods
- the stiff systems. While the definition of this kind of
systems is intuitively clear to the mathematicians the
exact definition has not been yet specified.

The selected problems are taken from the common
practice - they represent physical or chemical phe-
nomenons, simulation of electrical circuits etc. Each
of the selected problems has special features so as the
variety of stiff system is shown.

An original numerical method suitable for solving stiff
systems is suggested - again, the method is based on
Modern Taylor series method.

2 Stiff systems in theory
One of the most frequently mentioned definition of stiff
systems is:
Let

y′ = f(y, t) (1)

be a system ofn ordinary differential equations. Let
J be the Jacobian of the Eq. (1) andλi the eigenval-
ues ofJ .The eigenvaluesλi are generally timedepen-
dent. Let the eigenvaluesλi be arranged in the follow-
ing way:

Re|λmax| ≥ Reλi ≥ Re|λmin| i = 1 · · ·n− 2 (2)

Thestifness ratiois

r =
Re|λmax|
Re|λmin|

(3)

The stiffness ratior is a coefficient that helps to decide
whether a problem is stiff or not. A higherr indicates a
more stiff system. However, there is no exact value of
the stiffness ratior that would distinguish the non-stiff
problems from the stiff-problems. For many problems
in common practice the stiffness ratior is “very high”
(say1 · 106 or higher).

2.1 Test example

Let us examine system

y′ = z
z′ = −a · y − (a + 1) · z a ∈ (1,∞) (4)

with initial conditionsy(0) = 1, z(0) = −1. Typically
we calculate the Jacobian of the system Eq. (4)

J =
(

0 1
−a −a− 1

)
then we specify the eigenvalues of the system Eq. (4):

λ1 = −1
λ2 = −a

The stiffness ratio isr = Re|λmax|
Re|λmin|

= a.

The system Eq. (4) is “stiff” for large constanta and
“non-stiff” for small a. Let us create an analytic solu-
tion of Eq. (4).

Eq. (4) can be rewritten into:

y′′ = z′

y′′ = −a · y − (a + 1) · z
y′′ = −a · y − (a + 1) · y′

or
y′′ + a · y − (a + 1) · y′ = 0

λ2 + (a + 1) · λ + a = 0

λ1 = −(a+1)+
√

(a+1)2−4·a
2

λ2 = −(a+1)−
√

(a+1)2−4·a
2

λ1 = −1, λ2 = −a

Solution is expected in the form:

y = C1 · eλ1·t + C2 · eλ2·t

y = C1 · e−t + C2 · e−a·t

y′ = −C1 · e−t +−a · C2 · e−a·t

with initial conditions

y(0) = 1, z(0) = −1
1 = C1 + C2

−1 = −C1 − a · C2

we get
C1 = 1, C2 = 0

The particular solution of the system Eq. (4) is:

y = e−t

z = −e−t (5)

New equivalent system with respect to system Eq. (4)
and its particular solution Eq. (5) is:

y′ = −y y(0) = 1
z′ = −z z(0) = −1 (6)
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Fig. 1 II-2007/TKSL

Fig. 2 MatLab

Corresponding time functions in TKSL and MatLab are
in Fig. 1, Fig. 2.

Conclusion:
After some mathematical computations we have
changed and simplified the given stiff problem Eq. (4)
into non-stiff problem Eq. (6) with stiffnes ratior = 1.

3 Stiff systems in practice
The selected problems are taken from the common
practice - they represent physical or chemical phe-
nomenons, simulation of electrical circuits etc. The
problems are introduced together with their description,
solutions and some other characteristics in this section.
Several aspects have been watched, especially the stiff-
ness ratio which is a widely used stiffness indicator.
The numerical solutions were computed using the sim-
ulator II-2007/TKSL.

3.1 Problem 1

Stiff systems appear in simulation of electrical circuits
very often. For example, in the case when we consider
parasitic parameters of the circuit (such as parasitic re-

sistance, inductance or capacity). Even a simple system
of differential equation describing its model may be-
come very stiff easily.

In many cases we need to solve the system on a rela-
tively very large interval as we have to find the steady
state. The stiffness makes it difficult or even impossi-
ble.

Let us consider the eletrical circuit in Fig. 3 The time

Fig. 3 Eletrical circuit with parasitic parameters

behavior of voltages and currents in the circuit is de-
scribed by system Eq. (7)

i′1 = 1
L1
· (u0 − u1 −R1 · i1)

i′2 = 1
L2
· (u1 − u2 −R2 · i2)

u′
1 = 1

C1
· (i1 − i2)

u′
2 = 1

C2
· i2

(7)

All the initial conditions are zeroes,u0 = 1V.

Fig. 4 II-2007/TKSL: Time functionu2

An expected result (without parasitic elements) repre-
senting voltageu2 acrossC2 for parametersC2 = 1F,
L2 = 1H, R2 = 1Ω can be seen in Fig. 4.

Parastic elements (such asC1 = 0.001F,L1 = 0.001H,
R1 = 0.006Ω) practically doesn’t change time function
u2 Fig. 5. Time functionsu1, u2 are presented together
in Fig. 5
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Fig. 5 II-2007/TKSL: Time functionsu1, u2

The same is true for the eletrical circuit with parasitic
elementsC1 = 10−12F, L1 = 10−12H, R1 = 10−3Ω.
In this case electrical circuit becomes stiff system.

Jacobian of this system Eq. (7) is:

J =

 −109 0 −1012 0
0 −1 1 −1

1012 −1012 0 0
0 1 0 0


The eigenvalues of the eletrical circuit are:

λ1,2 = −0.5± 0.8657i
λ3,4 = −5 · 108 ± 1 · 1012i

The stiffness ratio isr = 5·108

5·10−1 = 1 · 109.

Conclusion:
The eletric circuit with parasitic elements represents
stiff system. The same time functionu2 can be obtained
without parasitic elements.

3.2 Problem 2

The problemVan der Pol Oscillatorwas proposed by
Bathasar van der Pol in the 1920s and describes the be-
havior of nonlinear vacuum tube circuits. It consists of
a second order differential Eq. (8).

y′′ + µ · (y2 − 1) · y′ + y = 0, µ > 0 (8)

The solution is a periodical function and it doesnt de-
pend on initial conditions for certain parameters (after
the transient part).

The Eq. (8) may be written as a system of ordinary
differential equations of the first order

y′1 = y2

y′2 = µ · (1− y2
1) · y2 − y1, µ > 0 (9)

The significant feature of Eq. (9) is that the small os-
cillations are amplified and the large oscillations are
damped. The coefficientµ influences the stiffness of
the system.

The solution of Eq. (9) for initial conditionsy1(0) = 2,
y2(0) = 0 and parameterµ = 0.01 for typical applica-
tion of generating harmonic signals is shown in Fig. 6.

Fig. 6 II-2007/TKSL:µ = 0.01

A result of ”mathematical” experiments (without elec-
tronic background) of Eq. (9) for initial conditions
y1(0) = 2, y2(0) = 0 and parameterµ = 10 is shown
in Fig. 7. Actually, stiff system has been created.

Fig. 7 II-2007/TKSL

The Jacobian of the system Eq. (9) is

J =
(

0 1
−2 · µ · y1 · y2 − 1 µ · (1− y2

1)

)
As the system is nonlinear, the eigenvalues change in
the time and so does the stiffness ratio.

Conclusion:
It must be noted again, that Van der Pol equation has
been developed for generation of harmonic signals.
“Mathematical” experiments with largeµ have no prac-
tical use as non-linear waves forµ = 10 (Fig. 7) can
easily be obtained with a well-known astabile multivi-
brator.
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3.3 Problem 3

The eletricial problem -Telegraph equationmodels the
behaviour of eletrical signals on a telegraph line. The
first step in building the model is to replace a small
piece of the wire by quadrupole build from resistors,
capacitors and coils Fig. (8). Letting the size of this
piece go to zero we obtain a partial differential equa-
tion describing the behaviour of signals on the wire Eq.
(10)

L · C ∂2u(x,t)
∂t2 + (L ·G + C ·R)∂u(x,t)

∂t +
+R ·G · u(x, t)− ∂2u(x,t)

∂x2 = 0
L · C ∂2i(x,t)

∂t2 + (L ·G + C ·R)∂i(x,t)
∂t +

+R ·G · i(x, t)− ∂2i(x,t)
∂x2 = 0

(10)

u ( x )

i (x )
L ( x )

R ( x )

C ( x ) G ( x )

i ( x + d x )

u ( x + d x )

Fig. 8 Modelling a small piece of the wire

Three-point-approximation using 10 segments devides
the solution of the partial differential equation into sys-
tem of the first order differential equations Eq. (11)

u′
1 = v1 u1(0) = 0

v′1 = A · (u2 − 2 · u1 + u0)− v1(0) = 0
−B · v1 − C · u1

u′
2 = v2 u2(0) = 0

v′2 = A · (u3 − 2 · u2 + u1)− v2(0) = 0
−B · v2 − C · u2

...
u′

9 = v9 u9(0) = 0
v′9 = A · (u10 − 2 · u9 + u8)− v9(0) = 0

−B · v9 − C · u9

(11)
whereA, B, C are constants of the wire andu0 = 1,
u10 = 0 (short circuit).

Fig. 9 II-2007/TKSL

Fig. 10 MatLab

Only “a short” part of time solution ofu1 (Tmax =
1 · 10−8s) is presented in Fig. (9). If we were inter-
ested in the steady state (as shown in Fig. (10)) solu-
tion in MatLab (function Ode23s) would take as much
as1.390 · 104s.

Conclusion:
Stiffness again complicates solutions when large inter-
val is required.

3.4 Problem 4

TheRobertson’s reactionis very popular in numerical
studies. The problem consists of a stiff system of three
nonlinear ordinary differential Eq. (12) describing the
kinetics of an autocatalytic reaction given by Robertson
(1966). The large difference among the reaction rate
constants is the reason for stiffness. As is typical for
problems arising in chemical kinetics this special sys-
tem has a small very quick initial transient. This phase
is followed by a very smooth variation of the compo-
nents where a large stepsize would be appropriate for a
numerical method.

A
0.04−→ B (slow)

B + B
3·107

−→ C + B (very fast)

B + C
104

−→ A + C (fast)

(12)

Let us investigate concentrations of each individual
substance. This leads to a system of differential
Eq. (13) with initial conditionsy1(0) = 1, y2(0) =
0, y3(0) = 0. System Eq. (13) was usually treated on
the interval0 ≤ t ≤ 40 until it was discovered that
many codes fail ift becomes very large (say1 · 1011).
The reason is that whenever the numerical solution of
y2 becomes negative, it tends to−∞ and the run ends
by overflow.

y′1 = −0.04y1 + 104y2y3

y′2 = 0.04y1 − 104y2y3 − 3 · 107y2
2

y′3 = − 3 · 107y2
2
(13)
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The solution is shown in Fig. (11).

Fig. 11 II-2007/TKSL

The Jacobian of the system Eq. (13) is

J =

 −0.04 104y3 104y2

0.04 −104y3 − 6 · 107y2 −104y2

0 6 · 107y2 0


3.5 Problem 5

Belousov–Zhabotinskii reactionis an intriguing experi-
ment that displays unexpected behavior. When certain
reactants are combined, an “induction” period of inac-
tivity is followed by a sudden color oscillations from
red to blue. The oscillations last about one minute and
are repeated over a long period of time. Eventually,
the reaction stops oscillating and approaches an equi-
librium state. The concentrations of the reactants may
be written in a system of differential equations

y′1 = 77.27(y2 + y1(1− 8.375 · 10−6y1 − y2))
y′2 = 1

77.27 (y3 − (1 + y1)y2)
y′3 = 0.161(y1 − y3)

(14)
The initial conditions for this system arey1(0) =
1, y2(0) = 2, y3(0) = 3. The solution of system Eq.
(14) is shown in the Fig. (12).

Fig. 12 II-2007/TKSL

The stiffness of Eq. (14) is caused by the fast variations
of componentsy1 andy3 compared toy2.

The Jacobian of the system Eq. (14) is

J =

0BB@
77.27(1−2·8.375·106y1−y2) 77.27(1 − y1) 0

− 1
77.27 y2 − 1

77.27 (1 + y1)
1

77.27

0.161 0 −0.161

1CCA
The system is nonlinear and therefore the eigenvalues
change in time and so does the stiffness ratio.

4 Conclusions
Linear systems (Eq. (4)), parasitic parameters in elec-
trical circuits (Eq. (7)), Van der Pol oscillator (Eq. (8)),
electric line (described by Telegraph Eq. (10)), the reac-
tion of Robertson (Eq. (13)) and Belusov–Zhabotinskii
reaction (Eq. (14)) as test examples have been ana-
lyzed.

Stiffness ratior has been specified in presented exam-
ples. Stiffness can be eliminated in some examples. All
solutions have been created by II-2007/TKSL software,
some computations have been created in MatLab, too.

More detailed information will be presented during the
conference.
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