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Abstract

Information terminals are devices used in manufacturing industries for registering relevant
events such as start and end of operations, emergence of a fault or breakdown, the amount
of manufactured items as well as the amount of scrap. The data collected by the terminals serve
to fully monitor the manufacturing process. In addition, data are archived in the business in-
formation system thus allowing the overview on system performance and costs. The problem
treated in this paper is to select the optimal number of the terminals needed to accommodate
the needs of a manufacturing process. This implies minimization of a cost function which com-
bines investment costs and eventual losses caused by waiting times during busy sessions. The
events that have to be registered appear at random times. To simulate the performance of a
certain number of installed terminals a suitably long realization of random events is needed.
Without terminals, the events acquisition can be done only by hands, which not only takes ef-
fort but is also vulnerable to erratic entries. In order to avoid manual acquisition of long events
records we propose to use the model of random events.The solution we suggest employs prior
distribution of events recorded during the production process. This information is then used for
estimation of the probability density function (pdf) of time intervals between two consecutive
events. The pdf, in turn, serves for generating statistically significant number of realizations
of events records (Monte Carlo simulation) that provide the distribution of waiting times under
various configurations of information terminals. A case study dealing with optimal selection of
terminals in a real production process is presented in detail.
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1 Introduction
In order to effectivly supervise the production processes
in manufacturing industries, it is important to have ac-
curate data about the execution of the scheduled tasks,
condition of equipment and quality of the product. The
duration of operations, the number of manufactured
items of products, the amount of scrap, as well as the
duration of breakdowns along with root-causes are just
few examples of data that have to be collected and
stored for further analysis [1].

Data can be acquired in two ways [1],[2]:

• automatically from machines making part of the
manufacturing process,

• on-line through special purpose information ter-
minals used on demand by workers (sometimes
referred to as ”industrial touch panel computers”,
c.f. Noax, [3]).

In the first case, a machine directly delivers data to the
business information system, while in the second case
it is the worker who provides data by typing and using
bar-code reader. For example, prior to start with a new
operation the worker has to provide data such as his
personal ID number, machine ID number and the code
of operation along with the underlying work order. On
the other hand, in case a downtime occurs, worker in
charge has to enter event description and additional data
regarding the root-cause for it. Downtime codes can be
found on a printed bar-code list.

Fig. 1 Example of information terminal (manufactured
by Synatec).

In order to register an event, one has to access the ter-
minal and enter relevant data. If the terminal is busy,
one has to wait in the queue. In this paper it is assumed
that any of the available terminals in the process can be
used to do the job. Time needed to access the terminal
is neglected.

In principle, waiting times could be entirely eliminated
by installing high enough number of terminals. How-
ever, such a solution is not optimal. Namely, by rais-
ing the number of terminals costs rise monotonically.

Therefore we have to choose a criterion function that
will include both types of costs.

This paper focuses on the problem of selecting a suit-
able number of terminals in order to balance costs and
benefits in some optimal way. In the second section
the problem of optimal selection of terminals is stated
in the form of a stochastic optimization problem. The
background idea is to employ the distribution of pro-
duction events from the production history. The third
section describes a simple procedure for solving opti-
mization problem by means of simulation. The fourth
section reports on results obtained on a real production
plant.

2 Problem statement
2.1 Criterion function

Let N be the number of terminals and Jcost(N) their
cost normalized per day. This cost is calculated accord-
ing to the amortization period of 4 years. The annual
cost implied by a terminal is the sum of amortization
costs and maintenance costs. The former and the latter
equal to one fourth and to one tenth of the purchasing
price respectively.

Let Jw(N) represent daily costs due to the waiting
times and are calculated by

Jw = cwτ(n | N) (1)

where cw presents labour cost per employee and
τ(n | N) stays for accumulated waiting time during
the nth day. Note that τ is conditioned by the number
of terminals N .

Comment 1
The time required to enter the data to the terminal is
about 30s and this is not considered as loss caused by
waiting. ∇

Comment 2
Accumulated daily waiting time τ(n | N) is ran-
dom variable with a probability density function
p(τ(n | N)) defined on the open interval [0,∞). Its
analytical expression is not known. ∇

Because of the dispersion in waiting times, we are look-
ing for such a τα, that the probability P (τ ≤ τα) equals

P (τ ≤ τα) = 1− α, 0 ≤ α ≤ 1

Here α is the degree of significance. For example, when
α = 0.05 there is 95% probability that the waiting time
at the given number of terminals N will be τ(N) ≤
τ0.05(N) [4].

Hence we arrive to the stochastic optimization problem
that should be solved in order to find the optimal num-
ber of terminals:

N∗(α) = argmin
N≥1

(Jcost(N) + cwτα(N)) (2)
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Comment 3
The optimal number of terminals N∗ depends on
the degree of significance α. So, if we want to ac-
commodate the extreme situations (i.e. less probable
realizations of waiting times), we have to apply smaller
α. This indicates less risk in the expected performance.
∇

Comment 4
Because of the strictly monotonically increasing
function Jcost(N) on the right side of (2) and strictly
monotonically decreasing function τα(N), the criterion
function (2) is unimodal. In that case, there exists, such
a N that the criterion function reaches its minimum. ∇

3 Solving the optimization problem
In order to be able to solve the optimization problem
it is necessary to know the distribution of events dur-
ing the day. Accumulated waiting time τ(n|N) at day
n, provided N terminals are available, depends on the
number of events and their occurrence times. Accu-
mulated waiting time can be calculated only by means
of simulation (to be explained later). Moreover, the
waiting times differ from day to day in a random man-
ner and the distribution of their values can take any
form. Therefore, we cannot assume in advance any
parametrization of the pdf p(τ(n|N)). Instead we ap-
proximate it by a histogram of τ(n|N). In order to do
that nD should be chosen high enough.

3.1 Calculation of waiting times on a set of events

Let us assume for the moment we have a set of events
over a long enough period of process operating time
(say nD days). Let the kth event, that happened on the
nth day, be associated the time stamp tn,k thus resulting
in a set

T (nD) = {t1,1, t1,2, ..., t1,K1 ,
t2,1, ..., t2,K2 , ...

tnD,1, ..., tnD,KnD
}

(3)

The algorithm for calculation of daily waiting times is
executed within the 5 steps:

1. find the terminal, which will first become avail-
able;

2. estimate the time a terminal will become available
(if terminal is already free, registration can start
immediately);

3. waiting time is calculated as the difference be-
tween the time of availability of the terminal and
the occurrence of the event;

4. waiting time is extended with time required for
data entry;

5. calculated waiting time in step 3 is added to the
daily accumulated waiting time.

The algorithm results in a sequence of waiting times
T = {τ(1|N), . . . , τ(nD|N)}, calculated for each day

separately. The complexity of the algorithm is O(m ·
Nmax), where m is number of events in the learning set
and Nmax is the highest assumed number of terminals.

Fig. 2 Illustrated calculation of waiting times.

Fig. 2. illustrates a simple case in which waiting times
for one and two terminals are calculated respectively. In
both cases there are three events, which occur at times
2, 7 and 13. Every event requires 7 time units for the
data entry into the terminal. The first event, which oc-
curs at time 2, is immediately processed in both cases.
The same happens in the case with the remaining of the
events in the situation with two terminals. On the other
hand, in case with one terminal, the first event is still
being processed, when the second appears at time 7.
In the same manner the second event is still being pro-
cessed when the third one occurs at time 13. Therefore,
handling of the last two events has to be delayed from
time 7 to time 9 for the first event and from time 13 to
time 16 for the second event. The diagram shows wait-
ing times in gray color. To sum up, in the situation with
two terminals there is no waiting time and in situation
with one terminal, waiting time equals 5 units.

3.2 Determination of the critical waiting times

In order to approximate the probability density function
of the random variable τ(N) one can calculate the his-
togram derived from the set T (nD). The distribution
function varies with respect to the number of terminals
and its shape is hard to define analytically.

Although τ(N) is the sum of single waiting
times τ(1|N), . . . , τ(nD|N), calculated over days
1, 2, 3 . . . , nD it is almost impossible to analytically
determine the connection between p(τ(d|N)) and
p(τ(N)).

In order to determine the τα distribution of p(τ(N)),
we bring into use the central limit theorem [4], which
states:

Theorem. Let x1, x2, . . ., xr be independent
random variables with equal distribution, mean value µ
and variance σ2. Let be

Sr =
∑r

i=1 xi

r
(4)
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then

Zr =
√

r (Sr − µ)
σ

(5)

converges in distribution to the normal distribution
N(0, 1). ∇

In other words, limit ratio Zr is asymptotically nor-
mally distributed with zero mean and unit variance.

In the context of our problem, we focus on the sum

τ(N) =
nD∑

i=1

τ(i|N) (6)

of randomly distributed τ(i|N) with mean value µ and
variance σ2. Therefore, the standard sum

Z(nD) =
τ(N)− nD · µ̂√

nD · σ̂ (7)

is also normally distributed with mean value 0 and vari-
ance 1. We know the critical value of Zα

P (Z ≤ Zα) = α (8)

from the table of critical values for normal distribution.
Accordingly, the critical value of τ(N) reads

τ(N) =
Zα
√

nDσ̂ + nD · µ̂
τ(N)

(9)

where

µ̂ =
τ(N)
nD

σ̂2 =
1

nD − 1

nD∑

i=1

(τ(i | N)− µ̂)2

3.3 Optimization method

The optimization procedure is actually trivial. Let us
first notice that the argument of the criterion function
(2) is element of the set of integer numbers. In our case
we have to deal with one-dimensional problem, which
is relatively simple. Given the fact that the expected
optimal number of terminals is not high, we apply a
simple optimum seeking procedure, which reads as
follows:

Nopt = 0
Jopt = 1e10
for N = 1 to Nmax do begin
calculate histogram of waiting times for N terminals
calculate critical waiting time τα

calculate criterion function J(N)
if J(N) < Jopt then begin
Nopt = N
Jopt = J(N)
end
end

3.4 Estimation of the daily distribution of events

Getting long data sets can be costly if done ”by hand”,
that is, before the terminals are installed. Therefore it
is realistic to assume that prior data consists of a set
of daily records over a restricted period of operation of
nOP days (nOP ¿ nD).

Let us first notice that the density of events is not con-
stant but is changing during the day (c.f. Fig.3). It is
assumed that the profile depends on the nature of the
manufacturing process, e.g. it differs for mass produc-
tion compared to the workshop production. The inter-
val between two events occurring at times ti and ti+1

is random variable and is assumed to have exponential
distribution

p(∆t | λ(t)) = λ(t)e−λ(t)∆t (10)

where ∆t = ti+1−ti and λ(t) denotes the time-varying
parameter of the distribution.

In order to simplify the problem, we approximate the
daily profile of λ(t) by a piecewise function λ(t) = λi,
t∗i−1 ≤ t ≤ t∗i , i = 1, ..., ν. The daily profile is assumed
to be the same from day to day.

Now, given the prior data

DnOP
= {t1,1, t1,2, ..., t1,K1 , t2,1,

..., t2,K2 , ...tnOP ,1, ..., tnOP ,KnOP
}

one has to find the probability density function p(λi |
DnOP

). It can be shown [5] that the maximum likeli-
hood estimate reads as follows

λ̂i =
k∑k

j=1 xj

(11)

where xj ∈ {x1,r1 , x1,r2 , ..., x1,rs1
, x2,r1 , ...} such that

xi,s = ti,s+1 − ti,s where t∗i ≤ ti,s+1, ti,s ≤ t∗i+1.

Moreover, the expression 2λi(
∑

j xj) has a chi-square
distribution with 2n degrees of freedom. Based on
that fact it is possible to generate a sequence of events
T (nD) in expression (3) by using Monte Carlo simula-
tion.
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Fig. 3 The average number of events per minute during
the day. Peaks at 6am, 2pm an 10pm are visible because
of the shift changes.
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4 A case study
The approach above has been applied to a case study in
manufacturing industry. The underlying plant employs
60 workers per shift. Fig. 3 presents the frequency of
events on daily basis.

The learning set includes 10 working days. Based
on the profile of the λ−parameter has been estimated.
Based on the estimated profile a Monte Carlo simula-
tion is applied to generate event sequences for 83 days.
Figure 4 shows that the predicted density of events fits
extremely well the actual one.

200 400 600 800 1000 1200 14001440
time of day [min]

Fig. 4 Cross-validation of the estimated λ−profile: red
and blue graph represent the predicted and actual den-
sity of events on a 83 days horizon (the estimates are
obtained on a 10-days record).

In our optimization procedure we used actual cost pa-
rameters of cw = 4.6 and c0 = 1500.

During the optimum search, a new histogram is calcu-
lated for each time a new number of terminals is se-
lected. Fig. 5 shows histograms for N = 1, 2, 3. Critical
expected time approaches 0 with increasing number of
terminals.
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Fig. 5 Histograms of accumulated waiting time for var-
ious numbers of terminals N = 1, 2, 3. When increas-
ing the number of terminals, critical expected time ap-
proaches 0.

Fig. 6 shows the values of criterion function (2) in de-
pendence of the number of terminals.

Fig. 7 shows the way the optimal N∗ varies with re-
spect to the parameter α. When increasing α, the opti-
mal number of terminals decreases. This could be ex-
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Fig. 6 Criterion function Jcost, for a given critical value
α = 0.05, shown as a function of the number of ter-
minals N. The lowest value of 17,73 is reached at N =
5.

plained by the fact that increased α leads to overopti-
mistic (too short) waiting times. Recommended value
is α = 0.05.
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Fig. 7 The optimal number of terminals in dependency
of parameter α ∈ [0,1].

5 Discussion
The results above need some comments:

1. The solution depends very much on the quality of
learning data set. Special attention has to be paid
to that issue. Incorrect time stamps associated with
the recorded events do not reflect the actual state
of the production process.

2. Surprisingly, the solution presented in this case
study turns to be very similar to the heuristic so-
lution applied so far in practice. The rule of thumb
being used suggests one terminal for 10 to 15
workers, depending on the size of the plant.

3. Our solution provides clear insight into the ex-
pected costs due to waiting times in dependance
of the number of terminals. Moreover, Fig. 6 is
helpful in figuring out the cost of additional re-
dundancy. More precisely, though the optimum is
N∗=5, the costs to install one more or even 2 ad-
ditional terminals are almost negligible. However,
the overall system s much more robust to potential
failures and downtimes of a terminal.
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4. In this stage we did not take into consideration the
topographical distribution of terminals. Instead,
we were only searching for the optimal number of
them assuming that terminals are distributed uni-
formly along the production plant and the paths
between work places and terminals do not differ
much.

6 Conclusion
In this paper we addressed the problem of optimal ter-
minal arrangement in the production plant, which has
been formulated in terms of optimization of a stochas-
tic criterion function. Main goal of this study was to
develop the algorithm, which will enable to determine
the optimal number of terminals in manufacturing in-
dustries. The proposed probabilistic criterion function
takes into account two types of costs: those due to wait-
ing times and those caused by the installation of the
terminals. The main contribution refer to the estima-
tion of time varying density of events on short training
data sets.One possible upgrade of the presented solu-
tion would also consider the topographical part of the
problem. Namely, it is not possible to set up a termi-
nal at any site in the production plant. Availability of
power and communication outlets should also be con-
sidered. Terminals can also communicate wireless, but
acquisition costs in that case rise. That is another pos-
sible upgrade to presented solution.
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