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Abstract

This paper aims at developing hierarchical cordrohitecture for continuous-flow simulation
in order to regulate production in multiple-parp¢y flow shops. The approach uses a
continuous-flow approximation to model the discriée of parts in a manufacturing system.
The control strategy specifies how to allocate ti@isystem capacity among all the part types
to follow the solution of the continuous-flow moda$ closely as possible. The control
objectives are to keep the actual production clims¢he demand, while maintaining the
average work-in-process inventory and lead time sadisfactory levels. The control
architecture is hierarchical. It allows combininffetent decisions into a unified model. This
architecture is composed of basic-level distributiezizy logic controllers supervised by a
higher level decision-maker. At the bottom leveltbé& hierarchy, individual decisions are
based on local information and expert’'s knowledgadjust the machine’s processing rate. At
the top level of the hierarchy, the supervisorytogter combines both local information and
global performance indicators in order to tune #wmtion of the lower distributed fuzzy
controllers. The global performance indicator usedhe supervisory level evolves in a
tolerance interval defined by the normal operatounditions of the process. When a
performance indicator value is outside of the pliege tolerance interval, an abnormal
behaviour occurs. In this case, the supervisocalks the production capacity or reduces the
production throughput according to the aggregateday performance indicators. Simulation
results through continuous-flow simulator of protloc network are presented to illustrate
the feasibility of the proposed approach.

Keywords: Manufacturing system, fuzzy control, supevisory control, performance
indicators, aggregation operator, continuous-flow snulation.
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. according to the predefined program based on the
1 Introduction cause and effect relation.

A manufacturing system characterized by its\though such strategy may lead to a substantial
stochastic nature, is modelled by both qualitatiwel  reqyction of the number of simulation runs allowing
quantitative variables. Usually, the performance Oéystem optimisation, it suffers from the lack of an
manufacturing  systems must be enhanced byiomatic integration of the knowledge system @ th
optimising performance measures such as throughpgpntrol process and its inability to handle muktipind
work-in-process (WIP) and cycle time with respect t ossibly conflicting  objectives. Furthermore,  this
some relevant decision variables. In this cases it strategy may lead to “chattering” phenomena
generally convenient to describe a manufacturingjentified by oscillation around the threshold \alu
system in the form of an analytical model to ge&t thanother drawback of this control strategy is dughie
accurate solutions as quickly as possible. Howear, tact that the information concerning the overall
the complexity of the system increases, it getsemopoquction system performance (necessary for the

and more difficult to qccommodate it in_ the anaigti operating system optimisation) is not integratethia

situations, the resort to simulation has been shtmwn . .
be an effective alternative [11]. In order to improve the control process in the

] o ) ] simulation, it has been shown in [16,21] the usefas
Slmulqtlon is an essential tool for the design an.gf fuzzy control approach in comparison to the fris
analysis of complex systems that cannot be easintrol” particularly in  reducing the chattering
described by analytical models. It can be disctte phenomena. Indeed, fuzzy control approaches provide
continuous depending upon the way that the flow Qfradual action rather than an abrupt one. Furthegmo
parts is modelled in a manufacturing system. Petich 1,72y |ogic offers a good tool allowing the intetioa
etal. ] described the fundamental differencesveet  of human expert knowledge in the control procedure
discrete-event and continuous-time models. It hagy deals with the uncertainty of the production
been proven possible to incorporate models of eithgnyironment [1,4,12,19]. In addition, the synthesiis
type in the simulation software intended for theeot 5 gjopal controller based on the fusion of the iplit
Indeed, in discrete-event simulation the stateal& ang possibly conflicting objectives concerning the
which reflects the discrete nature of the operationyyerall production-system performance is necessary

takes a finite set of alternatives, whereas iguarantee the satisfaction of the system’s control
continuous-flow simulation the state variable intds objective [12].

real values which are an approximation of the ditecr
flow of parts in manufacturing Systems [14] Insthi Consequently, it can be concluded that an efficient
paper, particular attention is paid on continudosf Ccontrol architecture must satisfy the following

simulation. Its efficiency over discrete simulationProperties:

results from the reduced number of the observed
events by the simulator particularly in the case of
high-volume manufacturing with unreliable resources
and finite capacities. In addition, the continudiosy » a decentralized local and autonomous controller
simulation may provide a framework to develop an based on local information able to cope with
accurate control strategy based on the controlrtheo  uncertainties,

which is traditionally used in the continuous
processes.

e a modular representation of the production
process to be controlled,

e a centralized supervisory controller based on
fusion of global information able to cope with the
However, a simulation model mainly acts as a tool f multiple and possibly conflicting objectives.

performance analysis. It is essentially a trial anr .
methodology, and does not directly provideBased on these statements, the method developed in

explanations for the observed system behaviouv.1IS paper usesah|ergrch|cal structure consisiirg
. supervisor at the higher level and fuzzy local

These limitations are due to the facts that th g ontrollers at the lower level. In manufacturingntrol
making process and its impact on the productiof . o Inqzo
erature, several hierarchical control algorithhes/e

system are not taken into account during th . ) .
simulation [11,20]. In this field, concepts haveehe een developed, mainly for scheduling and p'a”’?'”g
proposed to integrate a fully distributed controPrOb.IemS [1’3’4’1.0'12]' In most cases, thg actions
process in the simulation model, i.e individuaProv'dE(j by the higher level of the control hietarc
o epend only on the information of the overall sgste

decision is based only on the local performancg;’ .
indicators [5,15]. In this case, the control stggtés h'.s may not be an effective way to adapt the globa
action with the local one.

driven by crisp control rules in the following form
[11]: In the proposed control architecture, the superviso
decision mechanism combines both local and global
information for producing an additive control

component to the local control action. This action

IF the control objective given in terms of threshold is
not satisfied, THEN apply the adequate action
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aims at adjusting the resource’s processing rats w2  System description

regard to its maximum production capacity in ortter ) o .
regulate the production flow at each productiometa 1he production network under examination consists o
The supervisor action allocates the remaining number ofN machinesM; (i =1,...N) with M
production capacity according to the g|Oba,ntermed|a\te bufferB of finite capacity and producing
performance indicators. In other words, the suervi P different part typesj(= 1,...P). Each part type
evaluates the system state and adjusts produciten rréquires a number &; operations in a given sequence
for each local controller according to the remagnin (route) Each machiné may performP; (j=1,... P

capacity of the corresponding resource (localith Pi < P) different part typg, each of them may
information). needK; (k=1,..., K;) different operations on machine

i. The buffers are homogeneous. One buffer is define
The control action of the supervisor is dEfineqor each part type at each stage such Bﬂ@_ﬁenotes
according to the behaviour of each global perforrean the puffer of the part typpafter thekth operation on
indicator given by its tolerance interval (whichfides machinei. These notations allow us to model re-
operating conditions). Our objective is to prop@se entrant flow [8], that is the same part type casitthe
way to combine the different actions related tOheaCSame machine more than once if necessary. The
performance indicator in order to determine th?)ossibility of assembly and disassembly operatmns
supervisor action. For this goal, an aggregatioBach machine is also allowed. In the assembly
mechanism based on the weighted sum operator gperation, a machin®!, obtains two or more parts
proposed. The key issue is to determine the weighigm more than one upstream buffer, assemble them
associated for each global performance indicathis T into a single part, and send this latter to a ddrgasn
latter is evaluated according to the dissatisfactiopuffer. The disassembly operation involves a mazhin
degree of each control objective given by the roetriy}; tacking single parts from one upstream buffer,

between the performance indicator measure and ¥gparates them ¢ (v=1,...V) parts, and sends them
tolerance interval bounds. In this case, the latber

value of the metric is, the worse the control otiyec
is and thus more important is the assigned weight. example, see Fig. 5).

to downstream buffers a‘j’k,v=l...,v (for an

To summarize, the originality of this work liestime Let us assume the following properties:

answers given to the following questions: e The manufacturing system is controllable and

« Given a tolerance interval (objectives) specified there exists some indicatorB,,...,P. able to
by the designer on the performance indicators of quantify the system performances.

the systemRy,....PL): « The time to fail and the time to repair are

P|DFT°bj =[R™M" RM™] | =1,...,L modelled by exponentially distributed random
variables.
is it possible to synthesize a global control
strategy able to maintain the performance
indicators of the manufacturing system within this
tolerance interval? What is the best control « The setup and transportation times are negligible
structure to be adopted? or are included in the processing times.

* The processing time for each part type is given
and deterministic.

* How the performance indicators are combined to « The demand ratd, for each part typgis constant
achieve the global control performances? and prespecified.

» How robust the proposed strategy is in the case ofe Each part typg is prespecified by a route or a
complex manufacturing systems and against sequence.
random disturbances such as machine failures and

demand fluctuations? 3 Distributed control architecture

The.remainder of this paper is organized as folldws'-rhe problem arising in the production network
section 2, statements and model assumptions @ giyescribed above is the control job flow under ledit
for the considered problem. In section 3, a l0Cqlapacity. This is in part due to the combinatorial
control strategy is developed for a single machingatyre of the decision problem. Consequently, feslic
multiple-part-type, and thereafter extended (o thgseq in practice are often of the distributed tgpe
general manufacturing system. Next, the SUperviSofy;seq on the decomposition topologies. For thisrlat
control strategy is detailed in section 4. Simolti ,ccording to the production floor modelling apprivac
results are given in section 5 along with COMPaSSO jiroduced and explained in [19], every manufacigri
between the proposed method and the fully distedbut system may be divided into basic elementary sub-

and the surplus-based control approaches [12Jysiems regarding the production flow, which inelud
Finally, concluding remarks are provided in section transfer, assembly and disassembly subsystems

[19,9,13]. Each of the three elementary subsystems

ISBN 978-3-901608-32-2 3 Copyright © 2007 EUROSIM / SLOSIM



Proc. EUROSIM 2007 (B. Zupancic, R. Karba, S. BlaZzic) 9-13 Sept. 2007, Ljubljana, Slovenia

may be implemented in terms of fuzzy controllersatisfy all part types demand on the original maehi
[19]. M;. This sum should be less than or equal to the

To make clear how the distributed control strategy availability of M;

designed, the basic idea is first illustrated tigtothe The time availability ofM; is given according to its
elementary production resource: a single machinepair and failure ratg andf; respectively.
involving transformation process with one upstrea

buffer and one downstream buffer. Tet us define the state of the original machMmeat

time t, by a binary variabley(t,) such that: when the
3.1 The continuous-flow model for a single machine is downgi(t,) = 0, otherwiseni(t,) = 1. The
machine, multiple-part-type delay forM; being down and up is defined according
for an efficient®© an exponentiql distributic_m with the averggeg_/bf
d 14, respectively. In this case, the availability of
i when taken in isolation is given by:

In production flow approaches,
implementation, the part movement is processed as?
continuous-flow model so that the system dimensio
is reduced [14]. This approach is used in this pape '
where the time is discretized, i.¢,,is defined as the g = (L] 3)

nth discrete instant. g + fi

In the multiple-part-type systems, the distributioh Then the total demand is feasible if and only if:
machine operation times to the different part types . K

and consequently the decision of the capacity z ZEdjrijkse,,i =1...,N 4
allocation for each part type, is a difficult tash.this Rk

case, in order to reduce the problem complexitghea This is a convenient way to check the feasibilityre
machine M; is “virtually” divided in as many sub- gemand.

machines (opartial machines as defined in [3]) as the

number of the operations of the different part type 1h€ sub-machineny must be up and down at the
be performed in the original machine. same time asvli. Then according to the machine’s

o ] state, the capacity constraistgiven by:
In other words, the original multiple-part-type

machine M; which performsP; different part type, if @i(t,) =0, Uy (t,) =0.
. - ! ST P A Pk
each one involves; operations, is divided into ¢ ai(t) =1 ijlzkzlluijk(tn)rijkSl;uijk(tn)zo-

R . .
Zj:lKij single-part-type sub-machines.

Let us denote byny the sub-machine oM; which ®)
performs thekth operation on the part typeThen: The cumulative production of part typat the end of

. Tijk: the processing time of thdh Operation of thekth Operation on machinds defined as:
Yijk (tnsa) = Vijic (8) + Ui (80) &y (6)

part typgj onM;.

max .

* U @ the maximum rate at which the SUb'\Nherednztn+l—tn.

machinemy, can process kth operation of part
typej.
Then, the production rate of the sub-maching
performing thekth operation of the part typg is
given by:

Buffers are located between two consecutive
operations. BuffeB; holds only parts of typg just
gone through thekth operation onmy. Then, the
buffer levels are given by:

Ui (tn) = B (€U (1) Xije (tne) = Xije (En) + [ (tn) = Uyjm (8] (7)

. . . . ... where u;, define the production rate of the next
with iy (tn) 0[o4], is the control variable weighting operation of part typgtaken from buffeB,, with the

the maximum production fatmi??(ax allocated for Possibility of i=] and k#m since re-entrant flow is

) ) ] o allowed. The buffer level must satisfy:
processing part'y operationk on machinei. The 0< £ ) < M 8
maximum possible production rate of submachife < i (t) < Xk (8)

is given as follow: max : .
where X~ the maximum capacity of buffé;.

max _ djTijc 1 ) Letus define theystem surplus as:
Uik = | S K, y 2)
T K. K. K. .
Zj:lzk:l 1k Sk (thea) = S (8) +[uyd () —djlda ;00 (9)

The productdyz gives the required production 1o |t defines the set of cumulative difference betweten
satisfy the demand of part typg The sum production and demand at the last machine (or last

R K;; . . . i i vdei
z'. z i d;7y, is the total required production to _operat_l(_)n) o_f the production process of part tiydéit
j=l k=1 is positive, it represents the inventory surplugaft

Tijk
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typej and if it is negative that means a backlog haanalyzed by considering two approximations. Thet fir
occurred. one convert the random processing times into
iecewise deterministic variables, while the second
ne approximates the discrete traffic by contindous
flow. An immediate implication of the second
Sik (th) = Vi (t)) = djt, (10) approximat_ion is that when the byffer becom.esdiull
empty, its inflow or outflow rate is reduced instgn
It defines the difference between the total numifer whereas the flow rate increases instantly when the
parts of typg that have had thekth operation at time buffer becomes not-full or not-empty. Compared to
stept, on machine and the cumulative demand forthe conventional simulator, the model combines
part typej up to that time. The local surplusaccuracy with speed for a wide range of network
summarizes the downstream information in a way th&wpologies and parameters.
helps decentralized decision making [8].

The concept of the system surplus may be generdalis%
by defining thdocal surplus:

Another drawback in the current use of the simafati
3.2 Capacity allocation is the lack of an automatic integration of the
knowledge system based on the human experts,
articularly in the presence of multiple and polssib
onflicting objectives. Indeed, in order to achieve
satisfactory surplus, one has to reduce the pramuct

« Reducing the difference between the cumulativéhroughput if an important finished inventory (o

Given the dynamic of a single machind; as
described in the previous section, the local cdntr
objectives reside in;

production and demand (the surplus), surplus) is occurred. However, this may lead to low
« Avoiding overloading and eliminating machinemachine utilization. In the other hand, if a bagkie

starvation or blocking, occurred (negative surplus), one has to increase th
« Maintaining high machine utilisation. production throughput; as a result there is an

o ) [immediate improvement of the machine utilisation.
These objectives may have achieved when regulatinghfortunately, this is achieved at the cost of éasred

the production flow through each machine bynventory which may lead to some throughput
allocating the appropriate capacity for each pgoet pottleneck.

Since we split (virtually) the original maching in as o
many sub-machines as the number of the operations!® this field, fuzzy control theory offers a goodbot
be performed on it, thus the sub-maching allowing the integration of human expert knowledge

typej. usefulness of the fuzzy control approach in

comparison to the simple crisp control particularly
When considering this problem, there are quit fewandling conflicting objectives. Indeed, in the troh
papers dealing with analytical methods to obtaifiow problem’s, the expert is sensitive to the ewen
optimal or approximately optimal solution. Most ofthat may affect the buffer levels, surplus and the
them address only single machine models requirig fhroduction rate. In this case, the buffers may be
state constraint [6]. Flow shop and re-entrantesyst “Empty”, “Almost Empty”, “Normal”, “Almost Full”
with multiple-part-type are much harder to solvegr “Full”, while the surplus may be “Negative”
Approximate computational methods have beepacklog), “Zero” (demand satisfied), and “Positive
developed [3,10], but only two and three machingmportant finished inventory). According to his
systems are studied. Thus, it appears that obtpinigerception, the expert determines the action to be
optimal solutions for large, complex systems is @ot agdopted concerning the value of production rate:
realistic goal. Since neither analytical norMaximum  production”, “Large  production”,
computational solutions are achievable, simulatiomayerage production”, “Small production” or “Stop
techniques are suggested to control job flow withiproduction”. These terms can be interpreted with
production systems [11,14]. regard to the maximum production capacity of the

However, in this case, when considering discre@ev machine by constant values giving the fractionhf t
simulation, it may require extremely long compuwiati Mmachine devoted to the processing: 1 (100%), 0.75
times. The situation becomes worse in thé/5%), 0.5(50%), 0.25 (25%) and 0 (0 %).
optimization problems where many runs are needed {¢'€ 9eneral tendency of the previous statements can
evaluate various candidate designs. In [2], arciefit P Summarized as follows:

continuous-flow simulator is proposed for discrete- + |t the surplus level is satisfying, then try to
part production lines. Its efficiency over piece-by  prevent starving or blocking by increasing or
piece methods results from the reduced number of gecreasing the production rate of the machine.
events that are observed by the simulator, namely a

machine fails or recovers and a buffer fills or éeg ~ * If the surplus is either too low or too high, then
The system evolution between successive events is Produce respectively with maximum or zero rate.
tracked analytically. In [14] production networksea
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This heuristic strategy is applied to the continsou « | =| xI,xI, indicates the set of labels
flow simulation process which is more convenient to representing the rule base.
cope with the combinatorial nature of the problém. the paritioning of different universe of discourse

addition, fuzzy control theory is more easily used aqgociated with the input variables of the corerais
the continuous processes rather than discrete one. jjustrated in Fig. 2.

3.3 Local fuzzy controller synthesis

Observing the numerical nature of the control oytpu
the above knowledge can be formalized as a Takagi- i
Sugeno fuzzy system [17] for each sub-machine. The i
rules base for the case of transformation process i 4

R . . . f . xmax:. ymax: gy max - min gmax
Fig. 1 is given by a collection of rule@sthe following o Jik_ Tk k- ymax Sik ik
form: M 4 2 4 7

i

Fig. 2 Fuzzy partitioning of universe of discourse.
3.4 Distributed fuzzy control architecture

Let us consider a general manufacturing system
composed of N subsystems, i.e.N machines
interconnected byl intermediate buffers. The concept
of fuzzy controller detailed in the previous sentis
exploited to control each sub-system in order &uem

Fig. 1 Virtual sub-machine. local control performances. In this case, the @intr
Rgi&,iz,ig) CIF Xy isxf and x; isxi22 and s isX\Lf z'glr:g;re can be viewed as a distributed fuzzyrobnt

THEN 1, = '™
k) The major advantage of this control architecture

where: resides in its modularity and distributivity able t

enhance the flexibility of the system and to maasye

_the implementation phases in complex manufacturing
upstream and downstream buffers of sub-maching,siems.

myx and sy, the local surplus given according to o ) )
(10). Although the distributed structure can give sometm

' good control performance results [19], it does not
. x," (I = 1,2,3) is theiith linguistic term of thdth guarantee optimal control performances since the
information concerning the overall production syste
is not integrated in the local control. Indeed, the
of the fuzzy controller ofry. production objectives to be satisfied are measimed
(Lizi) term of global performance indicators which areoft
* @ is the real value involved in the rulecontrasting (e.g., reduce the tardiness, increhse t
conclusion. system’s throughput, decrease the WIP). So, arusio

methodology between different objectives has to be
The output generated by the fuzzy controlleggyght. In order to achieve this control goal, kigh

* Xyg:Xjk are respectively the levels of the

input variablex (X = Xyjq: X2 = Xjjk andxg = S )

0< ik (tn) <1is given by: supervisor based on global performance indicators
aggregation is proposed.
0 if a;(t,) =0
fiji (tn) = FCic (g X Sii)IF @ (t) =1 1) 4 Supervised control architecture
h In order to achieve the global control performances
where o (winia) the distributed control structure is augmented by a
FCik Ot X i) = D€ Ot X Sin) Wy supervisor, placed on the top of the local corgrsll
(ipiz 3)C In previous work, fuzzy supervisory controller has
and: been proposed in [12]. The authors attempt to

3 minimize the WIP, cycle time and backlog by

o EF) i Xk Sik) = |_||:1,uxli| (x) represents controlling the material released into the systém.
. this case, the overall production control system is
the truth value of the set of rU|®‘,—'|1"2"3)- viewed as a surplus-based control [8], i.e., the
e 4, (x) is the degree of the membershipdeCiSions are made on the basis of how far the
X! cumulative production is ahead or behind the
function of x, in Xlil ] cumulative demand. The approach that we use in this

paper is based on the last idea.
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Although the method shows significant improvements « P,,: The relative error of lead timEg for part type

in the control performances, it does not take into j, computed as in (12), where the average lead
account the evolution of internal system dynamics time is given by [3]:

(related to local information) which can generate Kj; ()

problems such as throughput bottleneck. Then, i th -ITj(tn) = Z Z{ jkGn) | Tijk:l (15)
paper, a new supervisor synthesis based on a tapaci {i‘m,j}kzl d;

allocation principle is proposed [18]. In this catee

supervisor evaluates the system state and recompLithe average lead time (sometimes called cycle time)
the production rate for each local controller adowy for a part to go through the production system
to the remaining capacity of the correspondingncludes waiting times in buffers and processimges
machine (local information). In contrast to theon machines. Since the part tyjpavels through the
approaches developed in [12], our supervisiosystem with an average rat} (the local control
decision mechanism combines both local and globabjective), then Xk (ty)/d; denotes the average
information for producing an additive control
component to reinforce the local control actiond an
thus modifies the evolution of the internal dynasnic Both indicatorsP;; and P;, are used to keep the
system. production close to the demand (reduce the baakiog
the inventory surplus), whil®; and P, are used to
maintain the WIP and the lead time of parts of type
The global control objectives consist in: as low as possible.

waiting time for part typgin buffer Byj.

4.1 Supervisor performance indicators

« Tracking the surplus between the final cumulativé\s stated in [12], the WIP relative error is usedaa
production and demand to avoid backlogneasure of WIP performance, since an analytical
(negative surplus) or large finished inventorymeasurement of the optimal WIP cannot be estimated.

(positive surplus). This is based on the assumption that WIP needed to
 Reducing the total average WIP as much a®mooth operations is approximately equal to itsnmea
possible. value, and large deviation from it should be avdide

. Keeping the Cyc|e time as low as possib|e_ The same observation holds for the lead time siince

These control objectives are related to each ppe.t IS proportional to the WIP.

Then we need as many supervisory controllers as the mean value of the final surplBs is computed as
number of part types to be produced. In order tp (14).

satisfy the control objectives, let us define thebgl

performance indicatorg; related to the part tyge as Each global performance indicat®y, P, PizandPy,
follow: is defined with its tolerance interval:

obj _ rpmin pmax —
* P;1: The mean system surplus of the end product P =[PPy (=1, 2,34)

K, . _
of part typgj, §;,’' - Given an intervaP{” , its Midpoint Mid[P{”] and its

* P2 The instantaneous system surplus of the engiys Rad[P™] are defined by:
] :
product of part typg gfkl .

) ( min ‘max) ) ( max _ .min)
* Pja: The relative errom,;, of WIP of part type, Mid[pj‘l’bl]:%,Rad[Pﬁb‘]:%
given by: where:
WIP; (t,) = WIP; (t,) . ‘
= jyn n obj _rpmin pmaxy —
Suip, WIP; (t,) 2 i _[P_“ ik ]__ _ .
X [Mid[Pj‘l’bJ] ~ Rad[P{" ], Mid[P{” ] + Rad[P{” ]]
where:
K The supervisor aims at maintaining each performance
WIP; (ty) = Z injk(tn) (13) indicatorP; inside its tolerance interval.
fion =t 4.2 Supervision based mechanism
and: The supervisor is built according to the global
. performance indicators and their admissible zones
TS, _1 _ defining the operating modes of the manufacturing
WIP; (t,) Tt ZWIPJ ()4 (14) system (normal or abnormal mode). As illustrated in

" 1= Fig. 3, the supervision mechanism is based on:

wherel; is the index set of the machines of the process

] » An operating mode selector (normal or abnormal)
sequence of part tyge

which determines the supervisor action associated
to each performance indicator.
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* An aggregation mechanism which computes the
different actions to produce the global supervisor

action.
6 ...............
"é Pit TS,

. 2 . . . .

5 ) Pei,|Operatings, Aggregation Iy, Fig. 4 The different operating modes.
€4 p,: | Mode [ Operator . _ . .
® F,J Selector ri‘f I, :Agg(sl , Sz,:'r;) The supervisory control action _demdes to either
3= S o increase the production capacity or reduce the
(G . N — production throughput according to the remaining

il capacity at each machine.

If P; evolves in its admissible zong&,}, the system is
then in normal mode and no supervision action is

iven:
Fig. 3 The synopsis of the supervisory control g
mechanism. PplZ; - r (tn) 0 (20)

When considering a local controllEC;, producing a C

Local informatiot

owever, ifP; value is located in the non admissible
onesZ; or Zs, the supervisor gives an action to the
local controller according to whether there is an
according to the aggregated performance indicatorggvance Zz) or a delay Z;) with regard to the
and the system’s state behaviour. admissible zonez,). When the indicator is located in

local actionry, the supervisor objective is to augmen
this local action by an additive componem;jk

Za:
The controlled manufacturing system behaviour is in° . ; ;
normal mode if: Py 0Z5 = Py >P™ = Py ~Mid[P{"] > Rad[P{"]

o, P, pobi _[Pmln rlnaxL 0l (1e) this case, the supervisor action is given by:
This condition can be rewritten as: r;k (ta) = ~Tijk (tn) (21)
I Py 2P =P 2 Mld[P"b'] Rad[P"b'] that provides an inverse action of the local cdfero
{P max Pn <Mi d[Pj(l,bJ]Jr Ra d[Pj‘,’b'] g]a:?[rt(;/(;rej tg;:gg&ﬁ;wocessmg of the operatioof

In the other case, when the indicator is located;in

Py 02y = Py <P™ = Py - Mid[P{"] < ~Rad[P{"]
this means that there is a delay in productiom the
supervisor action is given as:

which can be reformulated as:
1, [Py — Mid[P{]| < Rad[P{, 01 (17)

In this case, the supervisor does not modify thallo
control law (no supervisor action).

r' (ty) =1 (tn) (22)
On the other hand, if the condition (17) is viothfer K
at least one performance indicator, i.e. This action attempts to allocate the remaining
[|,p 0 pObJ —[pm'” max], 0l (18) capacity, if any, in order to maximise the prodoiti
of the submaching.
That is: _ o _ _
_ P, mln -P, < Mid[Pj?bj]_ Rad[Pj(I)bj] A supervisor control action is deflne_d accordmghe
a,p, Dpj?bl - _ _ _ be_hav_|our_ of each performance |r1d_|cat9ﬁ. Qur
Py > jrunaX3 Py > Mld[Pﬁb’]+ Rad[Pﬁb’] objective is to propose a way combining the diffiere
behaviours related to each performance indicator in
which can be given by: order to determine the adapted supervisor action.

a, ‘p“ MId[PObJ]‘ > Rad[PObJ] O (19) For this goal, an aggregation mechanism baseden th
weighted sum operator is proposed. The key isste is
The system switches on the abnormal mode. In thifetermine the weights associated for each
context, according to the performance indic&grthe  performance indicator. In our case, each weight is
supervisor provides the appropriate act'rén related €evaluated according to the dissatisfaction degree o
_ T each control objective given by the metric betwthen
to the operating zones as shown in Fig. 4. measured performance indicator and its tolerance
interval bounds (Fig. 4).
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Formally, let us considers as the aggregated resultwhich there is some remaining capacity allocated by
: the supervisor.

| .
associated to the - . L
Sijk The remaining machine capacity is distributed te th

performance indicatd?;, and let us define: operations with the highest priority. The highest
_ _ priority is given to the operations havimg equal to
if Py - Mid[Pj‘l’bJ]< —Rad[Pj‘l’b'] one. This means that the specific operations shioeild
_pmax| [0 obj] processed in the maximum feasible rate [12]. Then,
Pi =Py if Py —Mid|Py™ | > Rad|P the extra machine capacity devoted to the operation

0 if ‘pjl _ Mid[pjfl)bi” < Rad[pj?bj] with the highest priority is:

of the different actions r

min
‘le il

Ajl

which evaluates the metric between the measureeof t d. 7 G (ts)

.- . . E. (t.)=RT (t jLijkMijk \tn
performance indicatoP; and its tolerance interval ik (t) = RTi (t,) R ~Ki
bounds (Fig. 4). In this case, the larger the valtie ijlzkzldjriikﬁiik(tn)
Ay is, the worse the performance Bf is and thus

where:
more important is the assigned weight with . )
Sijk 0 |f I’”k(tn) <1
Then, the weight associated for the action reldted B (t,) = 1ifr, t)=1
.y o . i ijk\*n
the performance indicat® is given as follow:

Wi = Aj identifies the operations with the highest prioaty it
&4 A has been stated in [12]. In this case, the prodncti
Z|=1 il rate of the submachimgy is:

. . . . . 1
where the two following properties are satisfied: Ui (ty) = rijk(tn)uﬂax + Eje(t) Eﬁ_j (25)

4 ijk
. Z|—1Wj| =1;
- The production rate given by (25) is a continuous
.« W D[Ol] =14 time one. Therefore, some dispatching strategytdias
Jl ) ) ey . . .
be employed to determine the loading times of the

Then the supervisory action is given as the wehteParts for each machine. For this purpose, the Sgiri

sum of the different actions related for each diijec known as thestaircase strategy is used [7]. That is,
as follow: whenever the actual cumulative production is less

than the expected production (the integral of the
_\4 | roduction rate), load a part typeanto the machine
re (ty) = wi [, (t 23) P 1 part typ
5. (tn) Z:|=l s (th) (23) M;. If more than one part type is eligible for loaglin

Note that the supervisory action is restricted he t choose the one which is farthest behind [3].

operating machines that have not reached th
maximum  capacity limit, i.e., for that
whereO < <1.

eIfrinally, the steps of the supervisory based allooat
capacity are summarized as follow:

Sep 1. Evaluate the performance measures of the
global indicatorsP; with regard to their

In order to allocate capacity for each part tyges t tolerance intervaP-‘,’bj (G=1,...M;I=1,...L).

supervisory controller first evaluates the remagnin :

capacity at the original machird;. This is done as

follow:

4.3 Supervisory allocation capacity

Sep 2. If (17) is satisfied, no supervisory action is
needed. Then, calculate the production rate
according to (1) and go to step 4.

. Sep 3. If (19) is satisfied, then the supervisor

: = _ i max, _ evaluates the remaining capacity at the
Rl = |1 {.rz(t:):lzmu”k Tl (tn) original machine according to (24), and
1t distributes it, if any, to the operations with

K; " the highest priority according to (25).
Z Zkzll[rijk(tn) +1g, ()W Tk | Step 4. Calculate the loading times according to the

{il ottt} staircase strategy.

(24)

The first sum in (24) represents the working tinfe o
the sub-machines on the original machMewhich To illustrate the feasibility of the proposed metho
produce at their maximum capacity, while the seconitensive simulations have been carried out through
sum denotes the working time of the sub-machines feontinuous-flow simulator. A  multiple-part-type

5 Simulation results and comparison
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production network studied in [12] is consideredy(F WIP versus demand for Par Type 2

5) . + Unsupemsed dlsmbuted ﬁJzzy tnnlrnl
28 | —— Supenised based capacity allocation control
—4— Supenised based fuzzy surplus control

The production system under consideration consists 2% .
seven machines with 24 intermediate buffers and 2 1
produces three part types. All intermediate buffer -2 1
capacitiesxjj . are equal to 10. The input and output gz"

buffers have infinite storage capacities. The failu 1:
and repair rates of all the machines afg=01 ) |
andg; =05( =1...,7). The different product type 2 |

routes are shown in Table 1, in which a part tyggym 1

0.65 U,T []TE []8 085 UH UES 1 105 H 115

visit a machine more than once. Assembly and(p) D )
disassembly operations are involved.

WIP versus demand for Part Type 3

The production networks described above along with e
the hierarchical control strategy is simulated bsams O S e coPacty alocaion o) .

of Simulink and Floulib toolbox [7] (available at
http://www.listic.univ-savoie.f. The obtained results
are compared with the unsupervised distributed
approach and the supervised surplus-based approach
proposed in [12]

. ) 251 4
Ten simulation runs of 10000 time units for each 21 ]
scenario have been performed (5 different scenarios 15} ]
All the performance indicators are given by the

average over the total ten simulation runs. 8 o7 o5 08 ow s 0% 1 1w 11 1

c Demand rate (Parts per Time Unit)

WP (Parts)

(
Comparative results for the WIP, backlog and lead
time in relation to demand are shown in Fig. 6,. Fig Fig. 6 WIP of each part type for various demandgat

and F'g 8 reSpeCtlveW 1 Backlog versus demand for Part Type 1
Tab. 1 Product processing routes 16L| - Supened osed capacity alcaton con ]

—4&— Supenised based fuzzy surplus control

Part . i 1 i
Operation Machine {)
type ® 12 ]
) 1 2 3 4 5 6 7 T
g 1 k!
>
1 02 02 02 - 015 - 0.2 < s i
1 &
2 - 015015 - - - - 2 1
4 i
1 0.2 - - 015 0.15 0.15 0.2
2 2 1
2 - - - 015 - 015 - u ‘
0.65 U.TS UB UES UB 095 1 115
1 0 2 O 2 O 2 0 15 O 15 O 15 0 2 (a) Demand rate (Parts per Time Unit)
3
2 - - - 015 015 015 - Ba:klng versus demand for Part Type 2
30 T
+ Unsupemaed dlﬁtrlbuled fuzzy cumru\
—— Supenised based capacity allocation control
25 | —#— Supenised based fuzzy surplus control q
WIP versus demand for Part Type 1
28 T
+ Unsupemsed dlsmbuted fuzzy cumml 201 q
26 || —— Supenised based capacity allocation control 1 o
—4&— Supenised based fuzzy surplus control he
24r i én 15 4
5
m
22 q 10k 4
e
=
T 20 B
o 5 4
z
18F k!
16 B 8,55 UTS []8 UBE UE [195 1 105 1,1 115
(b) Demand rate (Parts per Time Unit)
145 B
12 I L I I I I I I I
065 07 075 08 08 09 095 1 105 11 115
(a) Demand rate (Parts per Time Unit)
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(©

Fig. 7 Backlog of each part type for various demand

@

(b)

(©

Fig. 8 Lead time of each part type versus demand.

From the obtained results, it can be stated that:

Cycle Time (Time Units)

Cycle Tirme (Tirme Units)

Cycle Time (Time Units)

Backlog (Parts)

El

18 | —— Supervised based capacity allocation contral

&

=

[

D

B

o

161

D

Backlog versus demand for Part Type 3

=
o

—— Unsupenvised distributed fuzzy control
{-| —d— Supenised based capacity allocation contral
—4#— Supenised based fuzzy surplus control

—

0
0.65 0,7 075 08 DES 09 095 1
Demand rate (Parts per Time Unit)

N
S

w
53]

w
=

P
&

[
S

rates.

Cyc\e time versus demand for Part Type 1

+Unsupemsed dlsmbuled fuzzy cumml
+Supemsed based capacity allocation contral
—&— Supervised based fuzzy surplus control e

%

B5 U?

L
U?E UE UBG UQ UBS 1 1.15
Dermand rate (Part per Time Unit)

Cyc\e tirne versus demand for Part Type 2

+Un5uper\rlsed msmbuted fuzzy :nntrn\

—&— Supervised based fuzzy surplus control

L
075 DS DBS DB 095 1 1.15
Dermand rate (Parts per Time Unit)

BS D?

Cycle time versus demand for Part Type 3

—— Unsuperised distributed fuzzy control
|| —— Superised based capacity allacation contral o
—— Supervized based fuzzy surplus control

e

65 07 D075 08 085 03 09 1 1.15
Demand rate (Parts per Time Unit)
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* When the demand is low, the distributed
control structure can easily satisfy the
objectives. In this case, the supervisory
control strategy modifies the local control
law according to the level of the WIP and the
finished inventory. This action aims at
reducing the surplus and WIP by decreasing
the production throughput.

 When the demand increases and reaches the
maximum system productivity, the
supervisory based capacity allocation control
achieves a substantial reduction of WIP,
backlog and Lead times compared with the
distributed and the surplus-based control
(Fig. 6, Fig. 7 and Fig. 8). Indeed, as the
demand is high the parts enter the system
faster causing some throughput bottleneck
that leads to an important WIP, and thus a
backlog of demand. Consequently, the
supervisory action attempts to allocate the
remaining capacity on each machine by some
fraction in order to increase the production
throughput.

We can conclude that the proposed supervisory
control strategy exhibits better performance in@dn
every case. These results are very promising, shhee
decision method is very flexible and combining
several control objectives with the local controleo
This may help to cope with the multiple and
conflicting control objectives and make the simiaglat
process more efficient.

6 Conclusion

In this paper, an approach based on hierarchical
control architecture for continuous-flow simulatiof
manufacturing systems has been presented. The
proposed control system is hierarchical, consistihg

a basic level of fuzzy logic controller supervidegda
higher level of decision-maker. The lower level is
responsible for the sequencing and routing decssion
since it attempts to control the production flow by
adjusting the machine’s processing rates. It ukes t
fuzzy decision method based on the expert's
knowledge. The higher level of supervision congidts
monitoring the system by the use of global
performance indicators. The supervisor allocates th
production capacity or reduces the production
throughput drived by the dissatisfaction’s degrée o
the different and conflicting objectives.

For the studied case, the obtained results show a
promise improvement for control performances

compared with the unsupervised distributed control

and the technique developed in [12]. To summarize,
the main advantages of the proposed control approac
are:

1. It combines global and local information to
synthesize the local control law,

Copyright © 2007 EUROSIM / SLOSIM
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2. It takes into account the different degrees of

importance for each control objective,

3. It facilitates the implementation phase due to

the modularity and the distributivity of the
control architecture.

In the future, it would be interesting to consider
uncertain demand and to investigate the way of
reducing the chattering phenomena that may occur
around the upper and lower bounds of the tolerance

interval. In this case, using a fuzzy interval wiitie -
cut representation of the tolerance interval ofheac

performance indicator may avoid an abrupt switching

and provide tools for characterising result religpin
the manufacturing contexts.
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Fig. 5 Production network: multiple-part-type ameémntrant flow.
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