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Abstract

Conventional PID of state feedback controllers for DC motors have poor performance when
changes of the motor or load dynamics take place. Moreover, neglecting the impact of external
disturbances and of nonlinearities may risk the stability of the closed-loop system. To handle
these shortcomings adaptive fuzzy control of DC motors is proposed. This paper proposes a
method for the control of DC motors, which can be applied to linear or nonlinear models, and
which is also robust to uncertainties or external disturbances. Neuro-fuzzy networks are used to
approximate the unknown motor dynamics. The information needed to generate the control sig-
nal comes from feedback of the full state vector or from feedback of only the system’s output.
In the latter case a state observer is used to estimate the parameters of the state vector. The sta-
bility of the closed-loop system is proved with the use of Lyapunov analysis. The performance
of the proposed control approach is evaluated through simulation tests. Comparing to model-
based approaches, the advantages of the proposed adaptive fuzzy control are summarized in the
following: (i) there is no dependence upon identification of the mathematical model (linear or
nonlinear) expressing the dynamics of the DC motor, (ii) since training of the neuro-fuzzy ap-
proximators is repeatedly undertaken in every control cycle, any changes to the motor dynamics
can be identified online, and hence the control approach is useful for time-varying models, (iii)
regarding operation under external disturbances and measurement noise the proposed adaptive
fuzzy controller offers improved robustness. Finally, in case that the control is based only on
output feedback there is no need to use specific sensors (for instance accelerometers) to measure
all elements of the motor’s state vector.

Keywords: DC motors, adaptive fuzzy control, state feedback, output feedback, H∞
tracking, neuro-fuzzy approximators, state observer.

Presenting Author’s Biography
Gerasimos Rigatos. The author received a diploma in Electrical and
Computer Engineering (1995) and Ph.D. (2000), both from the National
Technical University of Athens (NTUA), Greece. In 2001 he was a
post-doctoral researcher at the Institut de Recherche en Informatique et
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1 Introduction
DC motors are widely used in industrial systems, such
as robotic manipulators, because their control is rela-
tively simple and they are reliable for a wide range of
operating conditions. DC motors are usually modelled
as linear systems and then linear control approaches are
implemented. However, most linear controllers have
unsatisfactory performance due to changes of the mo-
tor/load dynamics and due to nonlinearities introduced
by the armature reaction. Neglecting the impact of ex-
ternal disturbances and of nonlinearities may risk the
stability of the closed-loop system [1-3]. For the afore-
mentioned reasons DC motor control based on conven-
tional PID or model-based feedback controllers can be
inadequate and more effective control approaches are
needed.

Recently, there has been considerable effort in the de-
sign of nonlinear controllers for high performance servo
systems [4-5]. If the nonlinearities of the motor are
known functions, then adaptive tracking control meth-
ods with the technique of input-output linearization can
be used. However, when these nonlinearities or distur-
bances are unknown, neural or fuzzy control is more
suitable for succeeding satisfactory performance of the
closed-loop system [6-8]. Many results in the area of
neuro-fuzzy control have been obtained [9-12]. The
feasibility of applying neuro-fuzzy networks to model
unknown dynamic systems has been demonstrated in
several studies. Both state feedback and output feed-
back linearization methods have been presented [13-
18]. It has been shown that, output feedback controllers
based on state observers can guarantee the global sta-
bility of the closed-loop system [19-23].

This paper proposes a method for the control of DC
motors, which can be applied to linear or nonlinear
models, and which is also robust to uncertainties or ex-
ternal disturbances. The paper extends the results of
[16,24]. Two cases can be distinguished: (i) control
with feedback of the full state vector, (ii) control us-
ing only output feedback. In the first case the closed-
loop system consists of the DC motor and an adaptive
fuzzy controller based on H∞ theory [26-28]. Neuro-
fuzzy networks are used to approximate the unknown
motor dynamics and subsequently this information is
used for the generation of the control signal. In the sec-
ond case the closed-loop system consists of the DC mo-
tor, a state observer that estimates the parameters of the
state vector from output measurements, and an adap-
tive fuzzy H∞ controller that uses the estimated state
vector. Neuro-fuzzy estimators are employed as in the
first case to approximate the unknown dynamics of the
system, but this time they receive as input the estimated
state vector [24].

Comparing to model-based approaches, the advantages
of the proposed adaptive fuzzy control are summarized
in the following: (i) there is no dependence upon iden-
tification of the mathematical model (linear or non-
linear) expressing the dynamics of the DC motor, (ii)
since training of the neuro-fuzzy approximators is re-
peatedly undertaken in every control cycle, any changes

to the motor dynamics can be identified online, and
hence the control approach is useful for time-varying
models, (iii) regarding operation under external distur-
bances and measurement noise the proposed adaptive
fuzzy controller offers improved robustness. Finally, in
case that the control is based only on output feedback
there is no need to use specific sensors (for instance
accelerometers) to measure all elements of the motor’s
state vector.

The structure of the paper is as follows: In Section
2 the model of the DC motor is analyzed. A linear
model is derived in case that the motor is controlled
by the input (field) voltage, while taking into account
the armature reaction a nonlinear model is also intro-
duced. In Section 3 adaptive fuzzy H∞ control of the
DC motor with state feedback is presented. The control
concept is based on transforming the tracking problem
into a regulation problem. The approximation of the
unknown model dynamics with the use of neuro-fuzzy
networks, and state feedback is explained. In Section
4 Lyapunov stability analysis is given for the closed-
loop system consisting of the DC-motor and the state
feedback-based adaptive fuzzy controller. In Section 5,
adaptive fuzzy H∞ control of the DC-motor using only
output feedback is presented. The tracking problem is
transformed again into a regulation problem and an ob-
server is introduced to estimate the system’s state vec-
tor. The approximation of the unknown model dynam-
ics with the use of neuro-fuzzy networks, that receive
now as input the estimated state vector, is explained.
In Section 6, Lyapunov stability analysis is given for
the closed-loop system consisting of the DC-motor, the
adaptive fuzzy controller, and the state observer. Fi-
nally, in Section 8 simulation tests are carried out, to
evaluate the performance of both the state feedback and
the output feedback controller.

2 The DC motor model
A direct current (DC) motor model converts electrical
energy into mechanical energy. The torque developed
by the motor shaft is proportional to the magnetic flux
in the stator field and to the current in the motor arma-
ture (iron cored rotor wound with wire coils). There
are two main ways in controlling a DC motor: the first
one named armature control consists of maintaining the
stator magnetic flux constant, and varying (use as con-
trol input) the armature current. Its main advantage is a
good torque at high speeds and its disadvantage is high
energy losses. The second way is called field control,
and has a constant voltage to set up the armature cur-
rent, while a variable voltage applied to the stator in-
duces a variable magnetic flux. Its advantages are en-
ergy efficiency, inexpensive controllers and its disad-
vantages are a torque that decreases at high speeds [25].
A linear model that approximates the dynamics of the
DC motor is derived as follows: the torque developed
by the motor is proportional to the stator’s flux and to
the armature’s current thus one has

Γ = kfΨKαI (1)
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where Γ is the shaft torque, Ψ is the magnetic flux in
the stator field, I is the current in the motor armature.
Since the flux is maintained constant the torque of Eq.
(1) can be written as

Γ = kT I, where kT = kfΨKα (2)

Apart from this, when a current carrying conductor
passes through a magnetic field, a voltage Vb appears
corresponding to what is called electromagnetic force
(EMF)

Vb = keω (3)

where ω is the rotation speed of the motor shaft. The
constants kT and ke have the same value. Kirchhoff’s
law yields the equation of the motor (Fig. 1):

V − Vres − Vcoil − Vb = 0 (4)

where V is the input voltage, Vres = RI is the arma-
ture resistor voltage (R denotes the armature resistor),
Vcoil = Lİ is the armature inductance voltage. The mo-
tor’s electric equation is then

Lİ = −keω −RI + V (5)

From the mechanics of rotation it holds that

Jω̇ = Γ− Γdamp − Γd (6)

The DC motor model is finally

Lİ = −keω −RI + V
Jω̇ = keI − kdω − Γd

(7)

with the following notations

Notation Significance

L armature inductance
I armature current
ke motor electrical constant
R armature resistance
V input voltage, taken as control input
J motor inertia
ω rotor rotation speed
kd mechanical dumping constant
Γd disturbance torque

where the armature designates the iron cored rotor
wound with wired coils. Assuming Γ̇d = 0 and de-
noting the state vector as [x1, x2, x3]T = [θ, θ̇, θ̈]T , a
linear model of the DC motor is obtained:

ẋ1

ẋ2

ẋ3

 =

0 1 0
0 0 1

0 − kekb
JL

− keRI
JL
− kd

J

 x1

x2

x3

+

 0
0
ke
JL

V

(8)

Fig. 1 Parameters of the DC motor model

Usually the DC-motor model is considered to be lin-
ear by neglecting the effect of armature reaction or by
assuming that the compensating windings remove this
effect. Introducing the armature reaction leads to a non-
linear system and in that case a nonlinear model may be
appropriate. In that case the dynamic model of the DC-
motor model can be written as [7]:

x(n) = f(x) + g(x)u (9)

with x(n) denoting the i-th derivative of the motor’s
position (angle) x. The state vector is written as x =
[x1, x2, x3]T = [θ, θ̇, iα], where θ is the position of the
motor, θ̇ is the angular velocity of the motor and iα is
the armature current. The functions f(x) and g(x) are
vector field functions defined as:

f(x) =

 x2

k1x2 + k2x3 + k3x
2
3 + k4T1

k5x2 + k6x2x3 + k7x3

 , g(x) =

 0
0
k8


(10)

where k1 = −F/J , k2 = A/J , k3 = B/J , k4 =
−1/J , k5 = −A/L, k6 = −B/L, k7 = −R/L,
k8 = −1/L, R and L are the armature resistance and
induction respectively, and J is the rotor’s inertia, while
F is the friction.

Now choosing the motor’s angle to be the system out-
put, the state space equation of the DC motor can be
rewritten as
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ẋ1 = x2

ẋ2 = k1x2 + k2x3 + k3x
2
3 + k4T1

ẋ3 = k5x2 + k6x2x3 + k7x3 + k8u

y = x1

(11)

where T1 the load torque and u is the terminal voltage.
Thus the input-output relation can be written as

ẍ2 = k1ẋ2 + k2ẋ3 + 2k3x3ẋ3 ⇒
ẍ2 = f(x) + g(x)u

The control approach that will be developed in this pa-
per is a generic one and can be applied to both linear
and nonlinear models.

3 Adaptive fuzzy control of the DC motor
using state feedback

3.1 Transformation to a regulation problem

The objective is to force the system’s output (angle x of
the motor) to follow a given bounded reference signal
xd. In the presence of non-gaussian disturbances w,
successful tracking of the reference signal is denoted
by the H∞ criterion

∫ T

0

eTQedt ≤ ρ2

∫ T

0

wTwdt (12)

where e is the output error and ρ is the attenuation level
which corresponds to the maximum singular value of
the transfer function G(s) of the linearized equivalent
of the system’s model [13].

For measurable state vector x and uncertain functions
f(x, t) and g(x, t) an appropriate control law for (9)
would be

u =
1

ĝ(x, t)
[x(n)
d − f̂(x, t) +KT e+ uc] (13)

with eT = [e, ė, ë, · · · , e(n−1)]T , KT =
[kn, kn−1, · · · , k1], such that the polynomial
e(n) + k1e

(n−1) + k2e
(n−2) + · · · + kne is Hur-

witz. The control law of Eq. (13) results into

e(n) = −KT e+ uc + [f(x, t)− f̂(x, t)]+
+[g(x, t)− ĝ(x, t)]u+ d̃,

(14)

where the supervisory control term uc aims at the com-
pensation of the approximation error

w = [f(x, t)− f̂(x, t)] + [g(x, t)− ĝ(x, t)]u,
(15)

as well as of the additive disturbance d̃. The above re-
lation can be written in a state-equation form. The state
vector is taken to be eT = [e, ė, · · · , e(n−1)], which af-
ter some operations yields

ė = (A−BKT )e+Buc +B{[f(x, t)− f̂(x, t)]+
+g(x, t)− ĝ(x, t)]u+ d̃}

(16)

e1 = CT e (17)

where

A =


0 1 0 · · · · · · 0
0 0 1 · · · · · · 0
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · · · · 1
0 0 0 · · · · · · 0


B = (0 0 · · · · · · 0 1)T

K = (k0 k1 · · · · · · kn−2 kn−1)T

C = (1 0 · · · · · · 0 0)

(18)

and e1 denotes the output error e1 = x − xd. Eq. (16)
and (17) describe a regulation problem. The control
signal uc is the H∞ control term, used for the compen-
sation of d̃ and w

uc = − 1
rB

TPe (19)

3.2 Approximators for adaptive fuzzy H∞ control
with state feedback

The approximation of functions f(x, t) and g(x, t) of
Eq. (9) can be carried out with Takagi-Sugeno neuro-
fuzzy networks of zero or first order (Fig. 2). The esti-
mation of f(x, t) and g(x, t) can be written as

f̂(x|θf ) = θTf φ(x), ĝ(x|θg) = θTg φ(x) (20)

where φ(x) are kernel functions with elements

φl(x) =
∏n
i=1µ

l
Ai

(xi)∑L
l=1

∏n
i=1µ

l
Ai

(xi)
l = 1, 2, · · · , L

It is assumed that the weights θf and θg vary in the
bounded areas Mθf and Mθg which are defined as

Mθf = {θf ∈ Rh : ||θf || ≤ mθf },
Mθg = {θg ∈ Rh : ||θg|| ≤ mθg}

(21)

Proc. EUROSIM 2007 (B. Zupančič, R. Karba, S. Blažič) 9-13 Sept. 2007, Ljubljana, Slovenia

ISBN 978-3-901608-32-2 4 Copyright © 2007 EUROSIM / SLOSIM



with mθf and mθg positive constants. The values of θf
and θg that give optimal approximation are:

θ∗f = arg minθf∈Mθf
[supx∈Ux |f(x)− f̂(x|θf )|]

θ∗g = arg minθg∈Mθg
[supx∈Ux |g(x)− ĝ(x|θg)|]

The approximation error of f(x, t) and g(x, t) is given
by

w = [f̂(x|θ∗f )− f(x, t)] + [ĝ(x|θ∗g)− g(x, t)]u⇒
w = {[f̂(x|θ∗f )− f(x|θf )] + [f(x|θf )− f(x, t)]}+

+{[ĝ(x̂|θ∗g)− g(x|θg)] + [g(x|θg)− g(x, t)]u}

where: i) f̂(x|θ∗f ) is the approximation of f for the best
estimation θ∗f of the weights’ vector θf , ii) ĝ(x|θ∗g) is
the approximation of g for the best estimation θ∗g of the
weights’ vector θg . The approximation error w can be
decomposed into wa and wb, where

wa = [f̂(x|θf )− f̂(x|θ∗f )] + [ĝ(x|θg)− ĝ(x|θ∗g)]u
wb = [f̂(x|θ∗f )− f(x, t)] + [ĝ(x|θ∗g)− g(x, t)]u

Fig. 2 Parameters of the DC motor model

Finally, the following two parameters are defined:
θ̃f = θf − θ∗f , θ̃g = θg − θ∗g .

4 Stability of adaptive fuzzy H∞ control
with state feedback

The adaptation law of the weights θf and θg as well as
of the supervisory control term uc are derived by the
requirement for negative definiteness of the Lyapunov
function

V =
1
2
eTPe+

1
2γ1

θ̃Tf θ̃f +
1

2γ2
θ̃Tg θ̃g (22)

Substituting Eq. (16) into Eq. (22) and differentiating
gives

V̇ = 1
2 ė
TPe+ 1

2e
TP ė+ 1

γ1
θ̃Tf

˙̃
θf + 1

γ2
θ̃Tg

˙̃
θg ⇒

V̇ = 1
2e
T {(A−BKT )TP + P (A−BKT )}e+

+BTPe(uc + w + d̃) + 1
γ1
θ̃Tf

˙̃
θf + 1

γ2
θ̃Tg

˙̃
θg

Assumption 1: For given positive definite matrix Q
there exists a positive definite matrix P , which is the
solution of the following matrix equation

(A−BKT )
T
P + P (A−BKT )−

−PB( 2
r
− 1

ρ2
)BTP +Q = 0

(23)

Substituting Eq. (23) into V̇ yields after some opera-
tions

V̇ = − 1
2e
TQe+ 1

2e
TPB( 2

r −
1
ρ2 )BTPe+

+BTPe(− 1
r e
TPB) + +BTPe(w + d)+

1
γ1
θ̃Tf

˙̃
θf + 1

γ2
θ̃Tg

˙̃
θg .

It holds that ˙̃
θf = θ̇f− θ̇∗f = θ̇f and ˙̃

θg = θ̇g− θ̇∗g = θ̇g .
The following weight adaptation laws are considered

θ̇f = { −γ1e
TPBφ(x) if ||θf || < mθf

0 ||θf || ≥ mθf
(24)

θ̇g = { −γ2e
TPBφ(x)uc if ||θg|| < mθg

0 ||θg|| ≥ mθg
(25)

θ̇f and θ̇g are set to 0, when ||θf || ≥ mθf , and ||θg|| ≥
mθg [10]. The update of θf stems from a LMS algo-
rithm on the cost function 1

2 (f − f̂)2. The update of θg
is also of the LMS type, while uc implicitly tunes the
adaptation gain γ2. Substituting Eq. (24) and (25) in V̇
finally gives

V̇ = − 1
2e
TQe− 1

2ρ2 e
TPBBTPe+ eTPB(w + d)

−eTPB(θf − θ∗f )Tφ(x)− eTPB(θg − θ∗g)Tφ(x)uc

⇒ V̇ = − 1
2e
TQe− 1

2ρ2 e
TPBBTPe+

eTPB(w + d) + eTPBwα

The control scheme is depicted in Fig. 3

Denoting w1 = w + d+ wα one gets
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Fig. 3 The proposed H∞ control scheme in the case of
full state feedback

V̇ = − 1
2e
TQe− 1

2ρ2 e
TPBBTPe+ eTPBw1

or equivalently,

V̇ = − 1
2e
TQe− 1

2ρ2 e
TPBBTPe+

1
2e
TPBw1 + 1

2w
T
1 B

TPe.

Lemma: The following inequality holds

1
2e
TPBw1 + 1

2w
T
1 B

TPe−
− 1

2ρ
2eTPBBTPe ≤ 1

2ρ
2wT1 w1

(26)

Proof : The binomial (ρa − 1
ρb)

2 ≥ 0 is considered.
Expanding the left part of the above inequality one gets

ρ2a2 + 1
ρ2 b

2 − 2ab ≥ 0⇒
1
2ρ

2a2 + 1
2ρ2 b

2 − ab ≥ 0⇒
ab− 1

2ρ2 b
2 ≤ 1

2ρ
2a2 ⇒

1
2ab+ 1

2ab−
1

2ρ2 b
2 ≤ 1

2ρ
2a2.

The following substitutions are carried out a = w1 and
b = eTPB and the previous relation becomes

1
2w

T
1 B

TPe+ 1
2e
TPBw1−

− 1
2ρ2 e

TPBBTP2e ≤ 1
2ρ

2wT1 w1

The previous inequality is used in V̇ , and the right part
of the associated inequality is enforced

V̇≤1
2
eTQe+

1
2
ρ2wT1 w1 (27)

Hence, the H∞ performance criterion is satisfied. The
integration of V̇ from 0 to T gives

∫ T
0
V̇ (t)dt ≤ − 1

2

∫ T
0
||e||2dt+ 1

2ρ
2
∫ T

0
||w1||2dt⇒

2V (T ) +
∫ T

0
||e||2Qdt ≤ 2V (0) + ρ2

∫ T
0
||w1||2dt.

It is assumed that there exists a positive constantMw >
0 such that

∫∞
0
||w1||2dt ≤Mw. Therefore one gets

∫∞
0
||e||2Qdt ≤ 2V (0) + ρ2Mw (28)

Thus, the integral
∫∞

0
||e||2Qdt is bounded and according

to Barbalat’s Lemma limt→∞e(t) = 0.

5 Adaptive fuzzy control of the DC motor
with output feedback

5.1 Transformation to a regulation problem

For measurable state vector x of the DC-motor and un-
certain functions f(x, t) and g(x, t) an appropriate con-
trol law for (9) is given by Eq. (13). When an observer
is used to reconstruct the state vector x of Eq. (13), the
control law of Eq. (13) is written as

u = 1
ĝ(x̂,t) [x(n)

m − f̂(x̂, t) +KT e+ uc] (29)

The following definitions are used: i) error of the state
vector e = x−xm, ii) error of the estimated state vector
ê = x̂ − xm, iii) observation error ẽ = e − ê = (x −
xm) − (x̂ − xm). Applying Eq. (29) to Eq. (9), after
some algebraic operations, results into

x(n) = x
(n)
m −KT ê+ uc + [f(x, t)− f̂(x̂, t)]+

+[g(x, t)− ĝ(x̂, t)]u+ d̃

It holds e = x−xm ⇒ x(n) = e(n)+x(n)
m . Substituting

x(n) in the above equation gives

ė = Ae−BKT ê+Buc +B{[f(x, t)− f̂(x̂, t)]+

+[g(x, t)− ĝ(x̂, t)]u+ d̃}
e1 = CT e

(30)

ê =
(
ê, ˙̂e, ¨̂e, · · · , ê(n−1)

)T
and A, C, K are given by

Eq. (18). According to Eq. (30) the observer is:

˙̂e = Aê−BKT ê+Ko[e1 − CT ê]
ê1 = CT ê

(31)

The observation gain Ko =
[ko0 , ko1 , · · · , kon−2 , kon−1 ] is selected so as to
assure the convergence of the observer. Subtracting Eq.
(31) from Eq. (30) one gets
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˙̃e = (A−KoC
T )ẽ+Buc +B{[f(x, t)− f̂(x̂, t)]+

+[g(x, t)− ĝ(x̂, t)]u+ d̃}

ẽ1 = Cẽ
(32)

The additional term uc which appeared in Eq. (13) is
also introduced in the observer-based control of the DC-
motor to compensate for: i) The external disturbances
d̃, ii) The state vector estimation error ẽ = e−ê = x−x̂,
iii) The approximation error of the nonlinear functions
f(x, t) and g(x, t), denoted asw = [f(x, t)−f̂(x̂, t)]+
[g(x, t) − ĝ(x̂, t)]u. The control uc consists of: i) the
H∞ control term ua, for the compensation of d and w,
ii) the control term ub, for the compensation of the ob-
servation error ẽ.The control scheme is depicted in Fig.
4.

ua = − 1
rB

TP ẽ
ub = −KT

o P1ê
(33)

Fig. 4 The proposed H∞ control scheme in the case of
output feedback

5.2 Approximation of f(x, t) and g(x, t) using
output feedback

The approximation of functions f(x̂, t) and g(x̂, t) of
Eq. (29) can be carried out again with Takagi-Sugeno
neuro-fuzzy networks of zero or first order (see again
Fig. 2). These consist of rules of the form:

Rl : IF x̂ is Al1 AND ˙̂x is Al2 AND · · · AND x̂(n−1) is
Aln THEN ȳl =

∑n
i=1w

l
ix̂i + bl, l = 1, 2, · · · , L

The output of the Takagi-Sugeno model is calculated by
taking the average of the consequent part of the rules

ŷ =
∑L
l=1ȳ

l∏n
i=1µ

l
Ai

(x̂i)∑L
l=1

∏n
i=1µ

l
Ai

(x̂i)

where µAli is the membership function of xi in the fuzzy
set Ali. The training of the neuro-fuzzy networks is car-
ried out with 1st order gradient algorithms, in pattern
mode, i.e. by processing only one data pair (xi, yi) at
every time step i. The estimation of f(x, t) and g(x, t)
can be written as

f̂(x̂|θf ) = θTf φ(x̂) ĝ(x̂|θg) = θTg φ(x̂) (34)

where φ(x̂) are kernel functions with elements

φl(x̂) =
∏n
i=1µ

l
Ai

(x̂i)∑L
l=1

∏n
i=1µ

l
Ai

(x̂i)
l = 1, 2, · · · , L

It is assumed that that the weights θf and θg vary in the
bounded areas Mθf and Mθg , while x and x̂ remain in
the bounded areas Ux and Ux̂ respectively. The values
of θf and θg for optimal approximation are:

θ∗f = arg minθf∈Mθf
[supx∈Ux,x̂∈Ux̂ |f(x)− f̂(x̂|θf )|],

θ∗g = arg minθg∈Mθg
[supx∈Ux,x̂∈Ux̂ |g(x)− ĝ(x̂|θg)|].

The approximation error of f(x, t) and g(x, t) is given
by

w = [f̂(x̂|θ∗f )− f(x, t)] + [ĝ(x̂|θ∗g)− g(x, t)]u⇒
w = {[f̂(x̂|θ∗f )− f(x|θ∗f )] + [f(x|θ∗f )− f(x, t)]}+

+{[ĝ(x̂|θ∗g)− g(x̂|θ∗g)] + [g(x̂|θ∗g)g(x, t)]u}

where, i) f̂(x̂|θ∗f ) is the approximation of f for the best
estimation θ∗f of the weights’ vector θf , ii) ĝ(x̂|θ∗g) is
the approximation of g for the best estimation θ∗g of the
weights’ vector θg . The approximation error w can be
decomposed into wa and wb, where

wa = [f̂(x̂|θf )− f̂(x̂|θ∗f )] + [ĝ(x̂|θg)− ĝ(x̂|θ∗g)]u,
wb = [f̂(x̂|θ∗f )− f(x, t)] + [ĝ(x̂|θ∗g)− g(x, t)]u.

Finally, the following two parameters are defined: θ̃f =
θf − θ∗f and θ̃g = θg − θ∗g .

6 Lyapunov stability analysis of the con-
trol loop in the case of output feedback

The adaptation law of the neuro-fuzzy approximators
weights θf and θg as well as of the supervisory control
term uc are derived from the requirement for negative
definiteness of the Lyapunov function
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V = 1
2 ê
TP1ê+ 1

2 ẽ
TP2ẽ+ 1

2γ1
θ̃Tf θ̃f + 1

2γ2
θ̃Tg θ̃g

(35)

The selection of the Lyapunov function is based on the
following two principles of indirect adaptive control: i)
ê : limt→∞ x̂(t) = xd(t), ii) ẽ : limt→∞ x̂(t) = x(t)
which yields limt→∞x(t) = xd(t). Substituting Eq.
(30), and Eq. (32), into Eq. (35) and differentiating
results into

V̇ = 1
2 ê
T (A−BKT )TP1ê+ 1

2 ẽ
TCKT

o P1ê+
+ 1

2 ê
TP1(A−BKT )ê+ + 1

2 ê
TP1KoC

T ẽ+
+ 1

2 ẽ
T (A−KoC

T )TP2ẽ+ 1
2B

TP2ẽ(uc + w + d)+
+ 1

2 ẽ
TP2(A−KoC

T )ẽ+ 1
2 ẽ
TP2B(uc + w + d)+

1
γ1
θ̃Tf

˙̃
θf + 1

γ2
θ̃Tg

˙̃
θg

Assumption 1: For given positive definite matrices Q1

and Q2 there exist positive definite matrices P1 and P2,
which are the solution of the following Riccati equa-
tions

(A−BKT )TP1 + P1(A−BKT ) +Q1 = 0

(A−KoC
T )TP2 + P2(A−KoC

T )−
−P2B( 2

r −
1
ρ2 )BTP2 +Q2 = 0

P2B = C
(36)

The conditions given in Eq. (36) are related to the re-
quirement that the systems described by Eq. (31) and
Eq. (32), are strictly positive real. Substituting Eq. (36)
into V̇ yields

V̇ = − 1 êTQ1ê+ ẽTCKT
o P1ê−

− 1
2 ẽ
T {Q2 − P2B( 2

r −
1
ρ2 )BTP2}ẽ+

+BTP2ẽ(uc + w + d) + 1
γ1
θ̃Tf

˙̃
θf + 1

γ2
θ̃Tg

˙̃
θg

(37)

Substituting ua and ub in V̇ and assuming that Eq. (36)
holds, after some operations one gets

V̇ = − 1
2 ê
TQ1ê− 1

2 ẽ
TQ2ẽ−

− 1
2ρ2 ẽ

TP2BB
TP2ẽ+BTP2ẽ(w + d)+

+ 1
γ1
θ̃Tf

˙̃
θf + 1

γ2
θ̃Tg

˙̃
θg

(38)

It holds that

˙̃
θf = θ̇f − θ̇∗f = θ̇f
˙̃
θg = θ̇g − θ̇∗g = θ̇g

The following weight adaptation laws are considered
[10]:

θ̇f = { −γ1ẽ
TP2Bφ(x̂) if ||θf || ∈ Mθf

0 ||θf || /∈Mθf

(39)

θ̇g = { −γ2ẽ
TP2Bφ(x̂)uc if ||θg|| ∈ Mθg

0 ||θg|| /∈Mθg

(40)

Substituting Eq. (39) and using Eq. (34) and (39) re-
sults into

V̇ = − 1
2 ê
TQ1ê− 1

2 ẽ
TQ2ẽ−

1
2ρ2 ẽ

TP2BB
TP2ẽ+ ẽTP2B(w + d)−

−ẽTP2B{[f̂(x̂|θf ) + ĝ(x̂|θf )u]−
−[f̂(x̂|θ∗f ) + ĝ(x̂|θ∗g)u]}

(41)

where

[f̂(x̂|θf ) + ĝ(x̂|θf )u]− [f̂(x̂|θ∗f ) + ĝ(x̂|θ∗g)u] = wa.

Thus setting w1 = w + wa + d one finally gets

V̇ = − 1
2 ê
TQ1ê

1
2 ẽ
TQ2ẽ− 1

2ρ2 ẽ
TP2BB

TP2ẽ+
+ 1

2w
T
1 B

TP2ẽ+ 1
2 ẽ
TP2Bw1

Lemma: The following inequality holds

1
2 ẽ
TP2Bw1 + 1

2w
T
1 B

TP2ẽ− 1
2ρ2 ẽ

TP2BB
TP2ẽ

≤ 1
2ρ

2wT1 w1

(42)

Proof : The binomial (ρa − 1
ρb)

2 ≥ 0 is considered.
Expanding the left part of the above inequality results
in:

ab− 1
2ρ2 b

2 ≤ 1
2ρ

2a2 ⇒ 1
2ab+ 1

2ab−
1

2ρ2 b
2 ≤ 1

2ρ
2a2

(43)

Substituting a = w1 and b = ẽTP2B and the previous
relation one gets Eq. (42) �.

Eq. (42) is used in V̇ , and the right part of the associated
inequality is enforced

V̇≤− 1

2
êTQ1ê−

1

2
ẽTQ2ẽ+

1

2
ρ2wT1 w1 (44)

Hence, the H∞ performance criterion of Eq. (12) is
derived. For ρ sufficiently small Eq. (44) will be true
and the H∞ tracking criterion will be satisfied. In that
case, the integration of V̇ from 0 to T gives
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2V (T ) +
∫ T

0
||E||2Qdt ≤ 2V (0) + ρ2

∫ T
0
||w1||2dt

(45)

where E = [ê, ẽ]T and Q = diag[Q1, Q2]T . It is as-
sumed that there exists a positive constant Mw > 0
such that

∫∞
0
||w1||2dt ≤ Mw. Therefore for the inte-

gral
∫ T

0
||E||2Qdt one gets

∫∞
0
||E||2Qdt ≤ 2V (0) + ρ2Mw (46)

Thus,the integral
∫∞

0
||E||2Qdt is bounded and accord-

ing to Barbalat’s Lemma

limt→∞E(t) = 0⇒ limt→∞ê(t) = 0
limt→∞ẽ(t) = 0 (47)

Therefore limt→∞e(t) = 0.

7 Simulation tests
7.1 Performance of the state feedback controller

The performance of the state feedback controller was
tested in the tracking of several reference trajectories.
The time step of the simulation experiments was taken
to be Ts = 0.01 sec.

For r = 1.0 and ρ = 1.0 the Riccati equation given
in Eq. (23) was solved. The basis functions used in
the estimation of f(x, t) and g(x, t) were µAj (x̂) =

e(
x̂−cj
σ )2 , j = 1, · · · , 3. In the associated fuzzy rule

base there are three inputs x1 = θ, ẋ1 = θ̇ and ẍ1 = θ̈.
The universe of discourse of each input variable con-
sisted of 3 fuzzy sets. Consequently 27 fuzzy rules were
derived which had the following form:

Rl : IF x1 is Al1 AND ẋ1 is Al2
AND ẍ1 is Al3 THEN f̂ l is bl

(48)

and the approximation of function f(x, t) in the motor’s
model of Eq. (9) was given by

f̂(x, t) =
∑27
l=1f̂

l
∏3
i=1µ

l
Ai

(xi)∑27
l=1

∏3
i=1µ

l
Ai

(xi)
(49)

The centers c(l)i , i = 1, · · · , 3 can take values in the set
{−1.0, 0.0, 1.0} while the variances v(l)

i , i = 1, · · · , 3
were given the value v(l)

i = 2.2. Thus taking the possi-
ble combinations the following Rl, l = 1, · · · , 27 are
derived where the associated centers and variances are
defined as:

Rule c
(l)
1 c

(l)
2 c

(l)
3 v(l)

R(1) -1.0 -1.0 -1.0 2.2
R(2) -1.0 -1.0 0.0 2.2
R(3) -1.0 -1.0 1.0 2.2
R(4) -1.0 0.0 -1.0 2.2
R(5) -1.0 0.0 0.0 2.2
R(6) -1.0 0.0 1.0 2.2
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
R(27) 1.0 1.0 1 1

Similar was the fuzzy rule based that was used in the ap-
proximation of function g(x, t) of Eq. (9). The learning
rates γ1 and γ2 of the neurofuzzy networks were suit-
ably tuned. The controller’s gainK = [k0, k1, k0]T was
suitably selected so as to result in a Hurwitz stable poly-
nomial and to assure the asymptotic convergence of the
tracking error to zero. In the first half of the simulation
time the training of the neuro-fuzzy approximators was
carried out. In the second half, the estimated functions
f̂(x, t) and ĝ(x, t) were used to derive the control sig-
nal. First the performance of the proposed state feed-
back controller was tested in the tracking a sinusoidal
set-point.

• The position and velocity variations for a sinuoidal
set-point are depicted in Fig. 5 and Fig. 6, respec-
tively.

• The acceleration tracking succeeded for the sinu-
soidal set-point is shown in Fig. 7, while associ-
ated control input is shown in Fig. 8

From the simulation tests the following remarks can be
made: (i) adaptive fuzzy H∞ control based on state
feedback succeeds excellent tracking of the reference
motor’s angle θd. Overshooting depends on the se-
lection of the feedback gain K, (ii) Excellent tracking
of the reference angular velocity θ̇d is also achieved,
(iii) The variation of the control input (field voltage) is
smooth. This was due to the proper selection of the
feedback gain K, (iv) The neuro-fuzzy networks can
succeed good approximations of the unknown functions
f(x, t) and g(x, t). The accuracy in the estimation of
g(x, t) is important for the convergence of the control
algorithm.

7.2 Performance of the output feedback controller

The performance of the output feedback controller was
also tested in the tracking of several set-points. The
time step was again taken to be Ts = 0.01 sec.

The controller’s feedback gain K = [k0, k1, k2]T and
the observer’s gain Ko = [ko0 , ko1 , ko2 ]T were suitably
selected so as to assure the asymptotic elimination of
the tracking and observation errors respectively. The
basis functions used in the estimation of f(x, t) and

g(x, t) were µAj (x̂) = e(
x̂−cj
σ )2 , j = 1, · · · , 3. Since

there were three inputs x̂1, ˙̂x1 and ¨̂x1 and the associated
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Fig. 5 Full state feed-back control: state x1 (dashed
line) tracks a sinusoidal set-point (continuous line)

universes of discourse consisted of 3 fuzzy sets there
were again 27 fuzzy rules of the form:

Rl : IF x̂1 is Al1 AND ˆ̇x1 is Al2
AND ˆ̈x1 is Al3 THEN f̂ l is bl

(50)

where the approximation of function f(x, t) is given by

f̂(x̂, t) =
∑27
l=1f̂

l∏2
i=1µ

l
Ai

(x̂i)∑27
l=1

∏2
i=1µ

l
Ai

(x̂i)
. (51)

The centers cli, i = 1, · · · , 3 take values from the set
{−1.0, 0.0, 1.0} while the variance of the fuzzy sets
vli, i = 1, · · · , 3 is given again the value 1. Thus, the
centers c(l)i , i = 1, 2, 3 and the variances v(l) of each
rule are as follows

Rule c
(l)
1 c

(l)
2 c

(l)
3 v(l)

R(1) -1.0 -1.0 -1.0 2.2
R(2) -1.0 -1.0 0.0 2.2
R(3) -1.0 -1.0 1.0 2.2
R(4) -1.0 -0.0 -1.0 2.2
R(5) -1.0 -0.0 0.0 2.2
R(6) -1.0 -0.0 1.0 2.2
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
R(27) 1.0 1.0 1.0 2.2
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Fig. 6 Full state feed-back control: state x2 (dashed
line) tracks a sinusoidal set-point (continuous line)

Similar was the fuzzy rule base that provided the ap-
proximation of function g(x, t) of Eq. (9). The first half
of the simulation time was used for training the neuro-
fuzzy approximators and a measurable state vector was
used. Matrices P1 and P2 were obtained from the solu-
tion of the Riccati equation given in Eq. (36). First, the
proposed controller was used for tracking a sinusoidal
set-point:

• The position and velocity tracking succeeded in
the case of the sinusoidal set-point are depicted in
Fig. 9 and Fig. 10, respectively.

• The acceleration tracking succeeded for the sinu-
soidal set-point is shown in Fig. 11, while the as-
sociated control input is shown in Fig. 12

Finally the estimation succeeded for the state x1 = θ of
the motor in the case of the sinusoidal set-point is given
in Fig. 13.

Adaptive fuzzy H∞ control with output feedback has
the same advantages as state-feedback based adaptive
fuzzy control. These are summarized in the following:
(i) removal of any dependence upon identification of
the mathematical model expressing the dynamics of the
motor, (ii) since training of the neurofuzzy approxima-
tors contained in the adaptive fuzzyH∞ controller is re-
peatedly undertaken in every control cycle, any changes
to the motor dynamics can be identified on-line, and
hence the control strategy is useful for time varying
motor models, (iii) regarding operation under external
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Fig. 7 Full state feed-back control: (a) state x3 (dashed
line) tracks a sinusoidal set-point (continuous line)

disturbances and measurement noise, robustness of the
closed loop is succeeded. Moreover, it should be noted
that in the case of adaptive fuzzy control with output
feedback there is no need to use additional sensors to
measure the velocity and the acceleration of the motor,
since the state vector is reconstructed with the use of an
observer.

8 Conclusions
An adaptive fuzzy control method for DC motors was
developed. Neuro-fuzzy networks were used to approx-
imate the unknown system dynamics, while the con-
trol signal was generated either using full state-vector
feedback or only feedback of the systems output. With
the proposed control scheme, the speed and the posi-
tion of the rotor shaft were forced to follow any arbi-
trary selected trajectory under variable load torque. The
method is suitable for any servo-system application em-
ploying any type of motor.

The key ideas in the design of the proposed controller
are (i) to transform the nonlinear control problem into
a regulation problem through suitable output feedback,
(ii) to design neuro-fuzzy approximators that receive as
inputs the parameters of reconstructed state vector and
give as output an estimation of the system’s unknown
dynamics, (iii) to use an H∞ control term for the com-
pensation of external disturbances and modelling er-
rors. (iv) to use Lyapunov stability analysis in order
to find the learning law for the neuro-fuzzy approxima-
tors, and a supervisory control term for disturbance and
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Fig. 8 Full state feed-back control: (a) state x3 (dashed
line) tracks a sinusoidal set-point (continuous line) (b)
control signal (dashed line) for the dc-motor

modelling error rejection. In case that the motor’s state
vector is not completely measurable the inclusion of a
state observer is the control loop enables control using
only output feedback.

The control method presented in this paper is generic
and suitable for SISO nonlinear systems with paramet-
ric uncertainty or subject to external disturbances. The
model of the DC-motor is a case study that demon-
strates the usefulness of the proposed method. The
novelties in the control of uncertain dynamical sys-
tems, that is shown in this paper, can be summarized
in the following: (i) No prior knowledge of the sys-
tem’s dynamical model is required. The control pro-
posed is a model-free approach. The unknown parts of
the system’s dynamics are approximated with the use
of neuro-fuzzy networks (ii) No complete knowledge
of the system’s state vector is required to design a feed-
back control law. The state vector is reconstructed with
the use of a state observer, (iii) The proposed control
approach can compensate for changes which occur on-
line to the system’s dynamics, (iv) The proposed control
method provides improved robustness to measurement
noise and external disturbances.

It has to be noted that the design of the output feedback-
based adaptive fuzzy controller is more complicated.
This is because the existence of this controller depends
on whether two Riccati equations can be solved si-
multaneously. Finally, regarding the performance of
the two proposed controllers (output and state-feedback
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Fig. 9 Control using output feed-back: state x1 (dashed
line) tracks a sinusoidal set-point (continuous line)

based) no remarkable differences were recorded in the
simulation experiments. Both approaches showed ro-
bustness to modeling errors and external disturbances
of the DC-motor model and H∞ tracking performance
was succeeded.
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