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Abstract  

Switching systems are very common in various engineering fields (e.g. hydraulic systems with valves,.., electric 
systems with diodes, relays,…, mechanical systems with clutches...). Such systems are a particular case of 
hybrid systems. These systems are characterized by a Finite State Automaton (FSA) and a set of dynamic 
systems, each one corresponding to a state of the FSA. The change of states can be either controlled or 
autonomous. The aim of this work is to investigate the structural controllability for controlled switching linear 
systems modelled by bond graph.  

Several concepts appeared in the last decade addressing the controllability problem of these systems: 
controllable sublanguage concept [9], hybrid controllability concept [10], between-block controllability concept 
[11]. Controlled switching linear systems (CSLS) on which we focus in this work belong to the hybrid 
controllability concept as they address a reachability problem of hybrid states.  

In the other hand, the bond graph concept is an alternate representation of physical systems. Some recent works 
permit to highlight structural properties. In [7], the structural controllability property is studied using simple 
causal manipulations on the bond graph model. The objective of this work is to extend these properties to CSLS 
systems. The bond graph structure junction contains informations on the type of the elements constituting the 
system, and how they are interconnected, whatever the numerical values of parameters. 

The structural controllability of CSLS is studied using simple causal manipulations on the bond graph model. 
For that, formal representation of structural controllability subspace, is given for bond graph model. It is 
calculated using causal manipulations. The base of this subspace is used to propose a graphical procedure to 
study the structural controllability. 
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1 Introduction 
A broad class of hybrid systems is composed of 
physical processes with switching devices. Such 
processes are called switching systems and are very 
common in various engineering fields (e.g. hydraulic 
systems with valves,.., electric systems with diodes, 
relays,…, mechanical systems with clutches...). These 
systems are characterized by a Finite State Automaton 
(FSA) and a set of dynamic systems, each one 
corresponding to a state of the FSA. The change of 
states can be either controlled or autonomous. Various 
researchers investigated this problem using the bond 
graph tool [1,2,3,4,5,6]. The ideal and the non-ideal 
approaches are used : 

- In the non-ideal approach, switches are modelled as 
resistive elements associated with modulated 
transformer. The modulation is done using a boolean 
variable.  

- In the ideal approach, switches commutate 
instantaneously. Each switch is modelled as a null 
source: effort source for a closed switch state, and 
flow source for an open one. This approach is used in 
this work. 

Several concepts appeared in the last decade 
addressing the controllability problem: controllable 
sublanguage concept [9], hybrid controllability 
concept [10], between-block controllability concept 
[11]. Controlled switching linear systems (CSLS) on 
which we focus in this work belong to the hybrid 
controllability concept as they address a reachability 
problem of hybrid states.  

The aim of this work is to investigate the structural 
controllability for controlled switching linear systems 
modelled by bond graph. This paper is organized as 
follows: The second section, formulates the CSLS 
controllability. Section three recalls some background 
about bond graph modelling of hybrid systems with 
ideal switches. In section four the structural 
controllability of these systems is discussed using 
bond graph approach and using algebraic 
characterization. Graphical conditions and procedures 
are proposed. Finally, a simple example illustrates the 
previous results is proposed. 

2 Controllability of controlled switching 
linear systems 
Consider a Controlled Switching Linear Systems [8], 
given by equation (1):   

( ) ( ( )) ( ( ))x t A t x B t uσ σ= +&                          (1) 

Where nx R∈  is the state variable, mu R∈  is the 
input variable, : { , {1, , }}iR Q i qσ σ→ = ∈ L  is a 

piecewise constant switching function and ),( xiσ  the 

hybrid state. According to values of )(tσ , there exists 

q  configurations, { }qi σσσ L,1∈ . So, ( ) n n
iA Rσ ×∈   

and ( ) n m
iB Rσ ×∈ . 

The characteristics of CSLS are:  

▪ The dynamical subsystem within each mode has a 
linear time invariant form,  

▪ The admissible region of operation within each 
mode is the whole state and input space,  

Assumptions 

1) We suppose that )( iA σ  and )( iB σ  matrices are 

constant on 0 0[ , )t t τ+ , where 0min >≥ ττ , and 

constant minτ  is an arbitrarily small and independent 

of mode i . For instance, suppose that the dynamics in 
(1) are given by uBxAx ii )()( σσ +=&  over the finite 

time interval 1[ , )k kt t + . At time 1kt +  the dynamic in 

interval ),[ 21 ++ kk tt  is given by uBxAx jj )()( σσ +=& .  

2) We assume that the state vector )(tx  does not jump 
discontinuously at 1+kt . 

Under these assumptions, the CSLS controllability of 
(1) was defined:  

Definition 1 [8] Given any pair of hybrid states, 
)( 0,0 xσ  and )( , qq xσ , if there exists a timed mode-

switching set 1 1{( , , )} q
i i i itσ σ− =  and a corresponding 

piecewise continuous-finite input signal )(tu , such 
that system (1) evolving under these two distinct 
inputs is reachable from )( 0,0 xσ  to )( , qq xσ  within a 

finite time interval, then the considered system (1) is 
controllable, otherwise, system (1) is uncontrollable. 

2.1 Necessary and sufficient algebraic condition 

Firstly, we assume that one switching-mode set is 

known as 1{ }
l

k
i lσ = , where 1l li i +≠  for 1, , 1l k= −L . 

Let us define the (n , kmn ) matrix 
2 1

1 12 11 , , {0, , 1}Œ ( , , ) [ ]k

kk

j j jk
k i j j ni i ii i A A A B ∈ −=

L L
L L

) . 

Based on the definition of Œ  we construct a new 
matrix Æ  as follows: 

0 1Æ ( ) Œ ( ) ii i W= =) ,…,

, ,1 , , {1, , }1

1Æ ( ) [Œ ( , )]k i i qk

k ki i i i ∈
+= L

L L

)

 
 

With 1 1, , k ki i i i −≠ ≠L . 

The joint controllability matrices can be defined as: 

0 0 0[Æ (1) Æ ( )]W q= L ,…, [Æ (1) Æ ( )]k k kW q= L    (2)         

kW  is the thk -order joint controllability matrix of the 
system (1). There exists a joint controllability 
coefficient rk  of the system, defined in [8]:  

1arg min( ( ) ( ))l l
r

l

k rank W rank W += =)  
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Theorem 1 [12] System (1) is controllable, if and only 

if ( )rkrank W n= . 

This theorem can be interpreted using geometric 
approach. Let us firstly recall some concepts. 

Definition 2 (Invariant subspace) [15] Given a matrix 
A  and a subspace ( )Im B=B , the invariant subspace 

A B  is defined by: 

1 1

1

def n
i n

i

A A A A− −

=

= = + + +∑B B B B BL            (3) 

For system (1), [15] defined a subspace sequence as 
follows:  

       1

1

q

i i

i

Aυ
=

=∑ B , 1

1

q

j i j

i

Aυ υ+
=

=∑ 1,2,j = L  

      and        
1

k

k

υ υ
∞

=

=∑                           (4) 

The following proposition shows the relationship 
between the previously defined subspaces and the 
joint controllability matrix. 

Proposition 1 [13] The subspace υ  (equation 4) and 

the thk -order joint controllability matrix  kW are 

linked by the following relation: Im kW υ 
 
 

= . 

Based on this proposition, a geometric necessary and 
sufficient condition is introduced. 

Proposition 2 System (1) is controllable, if and only if 
nRυ = . 

Proof. Easy by using theorem 1 and proposition 1. 

2.2 Controllability subspace basis 

In this subsection, we give a procedure proven in [13] 
to calculate υ . 

Denote the nested subspaces as 0 1 q= + +W B BL , 

1 1
1

1,2,
q

j j k j

k

A j− −
=

= + =∑W W W K, and 

0 jj

∞

=
=∑W W . We have 0 1 2⊂ ⊂ ⊂ ⊂W W W WL  

and υ = W . Note that if 1j j+=W W  for some j , 

then k j=W W  for k j≥  and further j υ= =W W . 

This fact together with dim n≤W  imply that 

0n n υ− = =W W ,  

where 0 0dimn = W . 

Denote 0min{ : }kk n nρ υ= = ≤ −W  and 

dim 1, ,k kn k ρ= =W K . 

A basis of υ  can be constructed according to the 
following procedure: 

            Procedure 1 

1) Choose a group of base vectors 
11, , sη ηK  in 1B , 

2) Expand them to 
1 1 21 1, , , , ,s s sη η η η+K K  which form 

a basis of 1 2+B B ,  

3) Repeat this operation, and write a basis 
01, , nη ηK  

of 0W , 

Because 

1 0 0Im{ , 1, , , 1, , }j kA j q k nη= + = =W W K K              

01 0Im{ , , , , 1, , , 1, , }n j kA j q k nη η η= = =K K K  

4) Write a basis 
11, , nη ηK  of 1W  by searching the set 

01 0{ , , , , 1, , , 1, , }n j kA j q k nη η η = =K K K  from left to 

right, 

5) Repeat the operation, and write a basis 

0 11 1, , , , , , }
l ln n nη η η η
− +K K K  for lW .  

Because 

1 1Im{ , 1, , , 1, , }l l j k l lA j q k n nη+ −= + = = +W W K K                 

= }{ ,...,1,,...,1,,,...,Im 11 nnkqjA lkjln +== −ηηη  

6) By searching the set 
,1 1{ , , , 1, , , 1, , }

ln j k l lA j q k n nη η η −= = +K K K  and 

write a basis 
0 1 11 1 1, , , , , , , , ,

l l l ln n n n nη η η η η η
− ++ +K K K K  

for 1l +W . 

7) Write 
0 11 1Im{ , , , , , , }n n nρ ρ

η η η ηυ
− += K K K          (5) 

Remark. From the above analysis; a basis for υ  is of 
the form 

{

}

1,1 2,1 1,1 ,1 1,11

1,2 2,2 1,2 ,2 1,22

0 1, 0 2, 1, 0 , 1, 00 0 0 0 00

1 1 1 1

2 2 1 2

, , , , , ,

, , , , , ,

, , , ,

r

r

n n n r n nn

i i i i i

i i i i i

n i n i i n i i n

b A b A A b A A b

b A b A A b A A b

b A b A A b A A b

L L L

L L L

L L

     (6)     

Where 
0

,0 ,0,1 , 1, ,k k l k nb r i q l r∈ ≥ ≤ ≤ =W L , 

01, ,k n= L . Because the number of vectors in (6) is 

not more than n ; there are at most n  different 
subsystems whose parameters appear in (6). That is to 
say; for controllability issues; we may assume q n≤  

without loss of generality. 

3 Bond graph approach 
The bond graph structure junction contains 
informations on the type of the elements constituting 
the system, and how they are interconnected, 
whatever the numerical values of parameters. The 
structure junction of a switching bond graph can be 
represented by figure 1. Five fields model the 
components behaviour, 4 that belong to the standard 
bond graph formalism; - source field which produces 
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energy, - R field which dissipates it, - I and C field 
which can store it, and the Sw field that is added for 
switching components. 

 

        Fig 1. Structure junction 

Assumptions: 

1) To take into account the absence of discontinuities, 
we suppose that is no elements in derivative causality 
in the bond graph model in integral causality, before 
and after switching. It can be obtained by assuming 
that switches commutated by pairs.  

2) A switch is considered as a discrete control; 

Using the ideal approach, a switch can be modelled as 
shown in figure 2:  

 

 Fig 2. Representation of ideal switch  

The corresponding junction matrix is given by 
equation 7 [2]: 

1 1 1 3 1 4 1 5

0 1 3 3 3 3 4 3 5

0 1 4 3 4 4 4 4 5

5 1 5 3 5 4 5 5

i

T
i

T T
ini

T

zS S S Sx
DS S S SD
TS S S S

S S S Sy u

 
 
 
 
 
 
  
 

  
  −   =
  − −
     

   

&

           (7) 

0iD LD= , L  is a positive matrix. Let assume that 
1

33( )H L I S L
−= −  is an invertible positive matrix. 

Then the second row leads to 

13 34 35i

T
i inD HS Fx HS T HS u= − + +        

The third line of (7) gives: 

0 14 34 13 44 34 34 45 34 35( ) ( ) ( )
i i

T T T T T
inT S S HS Fx S S HS T S S HS u= − + + − + −  

The substitution in the first line of (7) gives: 

11 13 13 14 13 34 15 13 35( ) ( ) ( )
i

T
inx S S HS Fx S S HS T S S HS u= − + − + +&             

Then, we have: 
ii ci di inx A x B u B T= + +&                      (8) 

Where FSHSSA T
i )( 131311 −= , 15 13 35ciB S S H S= +  and 

14 13 34diB S S H S= + . 

After the commutation, the new inputs and outputs of 
the junction structure associated with switches 
become ( )inT σ  and 0( )T σ , which can be related with 

iinT  and 
ioT . ( )σΛ  is a square diagonal matrix whose 

diagonal elements are the components of σ  in the 
new mode. 

0

( ) ( ( )) ( )

( ) ( ) ( ( ))
i i

i i

in in o

in o

T I T T

T T I T

σ σ σ
σ σ σ

= − Λ + Λ
 = Λ + − Λ

                          (9) 

Using (9) and (7) we have: 

0

1

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ' ( ) ' ( ) ( )

c d in

d c d in

o c d in

x A x B u B T

T C x D u D T

D C x D u D T

σ σ σ σ
σ σ σ σ σ

σ σ σ σ

= + +

= + +

= + +







&

         (10) 

11 13 13 14 13 34 2 5 14 34 13( ) [( ) ( ) ( )]T T T TA S S H S S S H S k k S S H S Fσ = − + + −

14 13 34 1 14 13 34 2 5 34 34 1 44 1 3( ) [( ) ( ) ( )]T
dB S S H S k S S H S k k S HS k S k kσ = + + + − +

15 13 35 14 13 34 2 5 34 35 45( ) [( ) ( ) ( )]T
cB S S H S S S H S k k S HS Sσ = + + + −

5 14 34 13( ) [ ( )]T T T
dC k S S HSσ = − , 5 34 35 45( ) ( )T

cD k S HS Sσ = − , 

5 34 34 1 44 1 3( ) [ ( )]T
dD k S HS k S k kσ = − + , 

1
1 13 34 2 5 14 34 13( ) [ ( ) ]T T T TC L H S S k k S S H S Fσ −= − + − , 

1
34 1 34 2 3 34 34 1 44 1 3' ( ) [ ( )]T

dD L H S k S k k S HS k S k kσ −= + − + , 

1
35 34 2 3 34 34 45' ( ) [ ( )]T

cD L H S S k k S HS Sσ −= + − , 

1
1( ) [ ( 2 ( )) ( )]k I Iσ σ σ−= + − Λ Λ ,

1
3( ) ( 2 ( )) ( )k Iσ σ σ−= − − Λ Λ ,

1
2 ( ) [ ( 2 ( )) ( ( )]k I I Iσ σ σ−= − − Λ − Λ ,

1
4 ( ) ( 2 ( )) ( ( ))k I Iσ σ σ−= − Λ − Λ , and 

1
5 34 34 2 44 2 4( ) [( ( ) ( ) ( )]Tk S HS k S k kσ σ σ σ −= − + − . 

Therefore, for N  switches, we have q  modes, and 

11 1 1 0 1

1

[ , )

[ , )
q

c d in

q cq dq in q q

x A x B u B T t t t

x A x B u B T t t t−

 = + + ∈


 = + + ∈


&

M M

&

                     (11) 

4 Structural controllability 
The bond graph concept is an alternate representation 
of physical systems. Some recent works permit to 
highlight structural properties of these systems [7,5]. 
In [7], the structural controllability property is studied 
using simple causal manipulations on the bond graph 
model. It is shown that the structural rank concept is 
somewhat different for bond graph models because it 
is more precise than for other representations. Our 
objective is to extend these properties to CSLS 
systems.  

In the following we note that: 

-BG: acausal (without causality) bond graph model 

-BGI: bond graph model when the preferential 
integral causality is affected 

-BGD: bond graph model when the preferential 
derivative causality is affected  

u  V  
oD  

iD  

ix&  

iz  

oT  inT  

Continuous part  

Discrete part of 
the system (PD)  

I 

N 

T 

E 

R 

SDH 

ij
ce  

ij
pe  

Source  

R 
Intégral 

Causality 

 Junction 
Structure 

(0,1,MTF,MGY
) 

Switch field (Sw) 

Controlled event 
(Users, control) 

Event not controlled 
(Disturbance, ...)  

Spontaneous 
transition 

0)( =ixijs  

Sw  : 0Se   O : 
 : 0Sf  

0e =  

 F : 
0e <  

O 
0f >  

0f =   F 
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- it : the number of elements in integral causality in 
BGDi. i indicate the mode i. 

- i
st : the number of elements in integral causality in 

BGDi, when a dualization of the maximum number of 
continuous input sources is applied (in order to 
eliminate elements in integral causalities). 

-
s

ij
Swt : the number of elements remaining in integral 

causality in BGDi, when a dualization of the 
maximum number of continuous input sources is 
applied (in order to eliminate elements in integral 
causalities) and a dualization of the maximum number 
of discrete input sources is applied (in order to 
eliminate these integral causalities). 

Let us recall the structural controllability of LTI 
systems (case q=1).   

Theorem 2 [7] The system ( )i i iA B∑  is structurally 

state controllable if and only if: 

- On the BGIi, all dynamical elements in integral 
causality are causally connected with a continuous 
control. 

- BG-rank nBA ii =][ . 

Property 1 [7]  

BG-rank ][ ii BA =rank 11 13 15( )S S S = i
stn − . 

In the next step structural controllability of CSLS 
modelled by bond graph is studied. For that, formal 
representation of structural controllability subspace, 
denoted as 0R , is given for BG model. It is calculated 

using causal manipulations. The base of this subspace 
is used to propose a procedure to study the structural 
controllability. 

4.1 Graphical necessary and sufficient condition 

On the BGDi (and dualization of inputs sources) there 

exists i
st  elements remaining in integral causality and 

( )i

sn t−  elements in derivative causality. 

i
st  algebraic equations can be written (equation 12): 

0i ik i
k r r

r

g gα− =∑                             (12) 

- i
kg  is either an effort variable re  for I -element in 

integral causality or a flow variable rf  for C -element 

in integral causality, 

- i
rg  is either an effort variable re  for I -element in 

derivative causality or a flow variable rf  for C - 

element in derivative causality, 

- ik
rα  is the gain of the causal path between the thk  I  

or C -elements in integral causality and the thr  I  or 
C -elements in derivative causality. 

Let us consider the ist  row vectors ( 1, , )i i
k sz k t= L  

whose components are the coefficients of the 

variables i
kg  and i

rg  in equation (12). 

Property 2 [6] The i
st  row vectors ( 1, , )i i

k sz k t= L  are 

orthogonal to the structural controllability subspace 

vectors of the thi  mode. We write 
1, ,

( ) i
s

i
i k k t

Z z
=

=
L

 and 

0 Im( )i
iR Z⊥ = . 

0
iR ⊥ : uncontrollable subspace in mode i , used to 

check orthogonality. 

      Procedure 2:  Calculation of 0
iR ⊥  

1) On the BGDi, dualize the maximum number of 
input sources in order to eliminate the elements 
remaining in integral causality, 

2) For each element in integral causality, write the 
algebraic relation with elements in derivative 
causality (equation 12), 

3) Write a row vector i
kz  for each algebraic relation 

with the causal path gains. (equation 12), 

In order to calculate a 0
iR  basis, it is enough to find 

( )i

sn t−  independent column vectors 

( 1, , )ir i
sw r n t= −L . These vectors are gathered in the 

matrix 
1, ,

( ) i
s

i ir

r n t
W w

= −
=

L
. 

In the same manner, from the BGDi (and dualization 
of inputs sources) ( )i

sn t−  algebraic relations can be 

calculated (13). 

0i ir i
r k k

k

g gγ− =∑                                       (13) 

- i
rg  is either an flow variable rf  for I -element in 

derivative causality or a effort variable re  for C - 

element in derivative causality, 

- i
kg  is either an flow variable rf  for I -element in  

integral causality or a effort variable re  for C - 

element in integral causality, 

- ir
kγ  is the gain of the causal path between the thr  

element in derivative causality and the thk  element in 
integral causality.  

Suppose now the ( )i

sn t−  column vectors irw  whose 

components are the coefficients of the variables i
rg  

and i
kg  in equation (13). 

     Procedure 3 : Calculation of 0
iR  

1) On the BGDi, dualize the maximum number of  
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continuous control in order to eliminate the elements 
in integral causality. 

2) For each element remaining in derivative causality, 
write the algebraic relation with elements in integral 
causality, (equation 13), 

3) Write a column vector irw  for each algebraic 
relation with the causal path gains, (equation 13), 

with 0 Im( )i iR W= . 

From the BGDi (and dualization of inputs sources), 
the following relation can be calculated for each 
switch: 

' ' 0
i

i ir i
o r k k

k

T g gγ− − =∑                                (14)  

-
ioT  is the variable on the switch, outgoing of the 

junction structure, 

- 'irg  and 'ikg  can be effort or flow, 

- ir
kγ  is defined in equation 13. 

From (14) we propose the invariants for the BGD: 

Proposition 3 For the hybrid system (1), the invariant 
associated to each switch for BGDi is given by the 

inequality constraints relating to the thi  mode: 

( )d
iInv σ : ' ' 0

i

i ir i
o r k k

k

T g gγ= + >∑                        (15) 

At instant of commutation, from equation 14 and after 
the annulation of 

ioT , N  conditions can be given: 

' ' 0i ir i
r k k

k

g gγ+ =∑            (16) 

'irg , 'ikg  and ir
kγ  are defined in equation 13. 

Suppose now the ( 1)

s

i i
Swt − →  column vectors 

( 1)
( 1, ..., )

i i
j NSw js

w − →
=  whose components are the 

coefficients of the variables 'irg  and 'ikg  in equation 

(16). 

      Procedure 4:  Calculation of 0R  

1) After dualization of the maximum number of input 
sources in BGDi, write the relation between each 
switch element and the dynamical elements, 

2) Deduce the ( 1)

s

i i
Swt − →  invariants for the corresponding 

BGDi, 

3) Write the conditions of commutation using 
equation 16, 

4) Write a column vector ( 1)i i
Sw js

w − →  ( 1, ,j N= L ) for  

each algebraic relation with the causal path gains, 

5) Check if ( 1). 0i i i
k Sw js

z w − → = , and write 

11 1 2 1
0 Im( )k q qR w w w→ − →= L , With  

1 ( 1)

1, , , 1, ,
[ ]i

js

iki i i i
Sw ik n t i qi s

w w w− → − →

= − =
=

L L
. 

11kw : The basis of controllability subspace of initial 
mode.  

Remark. If the sequence of commutation is not 
ordered, then  

1 ( 1) ( )

1, , , , 1, ,
[ ]i

js js

iki i i i i r i
Sw Sw ik n t i r q and i ri s

w w w w− → − → − →

= − = ≠
=

L L
L

Proposition 4 System (1) is structurally controllable, 

if and only if 11 1 2 1( )k q qrank w w w n→ − → =L . 

5 Example 
Let us consider the following acausal BG model 
(figure 3): 

 

            Fig 3:  The acausal BG 

We have two complementary switches, then we have 
two possible configurations: mode 1 (1Sw  :closed, 

2Sw  open)  and mode 2 ( 1Sw :open, 2Sw :closed) . 

The bond graph models in integral causality of mode 
1 and 2 are shown in figure 4: 

 

       Fig 4:  The BGI1 and BGI2 

There are four state variables, 
iI

P  on iI  ( 1, ,3i = L ), 

cq  on C . Figure 5 presents the bond graphs in 

derivative causality after the dualization of inputs 
sources : 

 

Fig 5:  a) BGD1+dualization of sources (mode 1), b) 
BGD2+dualization of sources (mode 2) 
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■ Calculation of  iW  (application of procedure 3) 

    ▪ Calculation of  1W  (mode 1) 

The element 2I  is in integral causality, we can write 

1 2 3
0I I Ie e e− + = , thus 1

1 (1 11 0)z = − . 

The algebraic equations corresponding to 1I  and 3I   

are given by: 
1 2

0I If f+ = , 
3 2

0I If f+ = . Then 

11 (110 0)tw = , 12 (0110)tw = . The dynamical 

element C  is not causally connected with 2I , we can 

write 0ce = . The corresponding vector is 
13 (0 0 01)tw = . and 1 11 12 13

0 Im{ , , }R w w w= . 

    ▪ Calculation of  2W  (mode 2) 

The element 3I  is in integral causality and not 

causally connected with 2I , we can write 
3

0Ie = , 

thus 2
1 (0 010)z = . The element 2I  is in integral 

causality, we  have 
1 2

0I Ie e− = , thus 2
2 (1 10 0)z = − . 

The algebraic equation corresponding to the element 

1I  is given by: 
1 2

0I If f+ = , then 21 (11 0 0)tw = . 

The dynamical elementC  is not causally connected 
with 2I  and 3I , we can write 0ce = , The 

corresponding vector is 22 (0 0 01)tw =  and 
2 21 22
0 Im{ , }R w w= . 

■ Inequality constraints (application of proposition 3) 

The invariants ( 1( )dInv σ  and 2( )dInv σ ) can be 

computed according to equation (15): 

Mode 1: 
1 1 2

0Sw I If f f= + > , 
2 3

0Sw Ie e= > , mode 2: 

1 1
0Sw Ie e= > , 

2 3 1
0Sw I If f f= − >  

■ Calculation of  1i iw − →  (Application of procedure 4, 
steps 1, 2, 3, 4) 

We suppose that mode 1 is the initial mode, therefore 
it is characterized by its controllable subspace 

),,Im( 1312111
0 wwwR =  and its inequality constraints 

1 1 2 2 3
0, 0Sw I I Sw If f e ef= + > = > . 

After commutation, we have: -21 (0 010)z = , 
2
2 (1 10 0)z = − , 21 (11 0 0)tw = , 22 (0 0 01)tw =  and   

1 2

1
(1100)tSw s

w → = , because 2 1 2

2
. 0Sw s

z w → = , thus  

1 2

1 2 2 1 2 2 1 2
0 1

1 0 1

1 0 1
Im ( , , ) Im , ,

0 0 0

0 1 0

S w s

w

R w w w

→

→ →

      
      
      = =                    

1 4424 43

 and 

1 2( ) 3rank w → = . 

[2→1]:  

2 1

2 1 1 1 1 2 1 3 2 1
0 2

1 0 0 1

1 1 0 0
Im ( , , , ) Im , , ,

0 1 0 1

0 0 1 0

S w s

w

R w w w w

→

→ →

 −       
        
        = =                          

1 4 442 4 4 43

 

■ Calculation of W (Application of procedure 4, step 
5) 

11 1 2 2 1 4
0 Im( )kR w w w R→ →= = , so the system is 

structurally controllable. 

6 Conclusion 
The structurally controllability of CSLS systems was 
presented using simple causal manipulations on the 
BG. Thus, formal calculation enables us to know the 
reachable variables; its checking is immediate on the 
BGI. On the other hand the BGD enables us to 
characterize graphically the structural controllability 
subspaces relating to each mode. A necessary and 
sufficient condition was given by exploiting these 
various bases. 
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