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Abstract  

Despite the fact that Discrete Event Simulation (DES) is claimed to be one of the most potent 

tools for analysis and optimization of production systems, industries worldwide have not been 

able to fully utilize its potential. One reason is argued to be that DES projects are not time 

efficient enough due to extensive time consumption during the input data phases. In some 

companies, input data is totally missing, but even in projects where data is available it usually 

takes a considerable amount of time to analyze and prepare it for use in a simulation model. 

This paper presents one approach to the problem by implementing a software that automates 

several steps in the input data process such as extracting data from a database, sorting out the 

information needed and fitting the data to statistical distributions. The approach and the 

software have been developed based on a case study at Volvo Trucks in Gothenburg, Sweden. 

The work presented in this paper is part of a more comprehensive project called FACTS. The 

project scope is to develop methods and IT-tools for conceptual plant development. 

Keywords: Discrete Event Simulation, Input data, Data management, Distribution 
fitting, Conceptual Factory Development. 
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1 Introduction 

Discrete Event Simulation (DES) continuously gains 

popularity as a tool for optimizing efficiency in 

production. The ability to include dynamic aspects of 

production systems in the analyses contributes to the 

popularity that ranks DES among the top three tools 

for decision support in production design projects 

[1,2]. At present, the majority of DES-projects are 

performed to improve already existing manufacturing 

systems [1]. However, to be able to fully take 

advantage of simulation, organizations should 

frontload the analyses in early concept phases of 

production design projects [3,4]. The major reason is 

that decisions taken in these project phases are 

important, since their impact on overall economic 

aspects of the project is substantial.  

Regardless of project purpose, the possibility to find 

high-quality input data is one of the most important 

factors in order to succeed. Unfortunately, this process 

has many times proved to be difficult and time-

consuming due to insufficient data availability or 

problems with extracting available data from a wide 

range of sources [5,6]. In fact, the input data phase 

usually occupies around one third of the total DES 

project time [5,7,8]. This is a major setback for 

simulation, especially in early concept phases of 

production design projects where rapid decision-

making is often required. To increase the applicability 

for DES in running production, as well as in early 

project phases, a new approach needs to be taken and 

adopted by industry [9]. Rapidity in simulation 

projects is one key factor, which in many situations 

can be achieved by more efficient input data 

management.  

Fortunately, some research has been performed to 

cope with the difficulties in input data management. 

As discussed in the following section, much of the 

previous work has focused on solutions including data 

that has been automatically collected and stored in 

Enterprise Resource Planning (ERP) systems or 

Corporate Business Systems (CBS). These approaches 

are definitely potent for the future or even today, for 

large companies with extensive experience of DES. 

However, many organizations do not have these 

possibilities due to absence of relevant production 

data in their ERP or CBS systems [10,11]. It is more 

common, at least in Swedish industry, to find 

production data in other sources such as in-house built 

logging systems (automatic, semi-automatic or 

manual).   

This paper aims to present an automated approach to 

preparing data from such a logging system, for use in 

a DES model. A software is developed to take care of 

the time-consuming activities of extracting data from 

an automatic data collection system and to perform a 

statistical analysis, in order to suggest a statistical 

representation for use in the simulation model.  

2 Input Data Management in DES 
projects 

The input data process in DES projects consists of 

several activities, which all play important roles to 

transform shop-floor behavior into relevant input data 

for simulation models. Fig. 1 shows an outline of 

input data management activities, normally performed 

in simulation project and also in the case study 

presented in this paper. The model is combined, based 

on the authors’ experience and earlier research 

findings [5,6,12]. 

Firstly, raw data is collected using automatic 

collection (PLC-logging etc.) and/or manual gathering 

(clocking, interviews, etc.). The data is then stored, 

usually in some kind of computer application e.g. 

personal spreadsheet or ERP-system, before it is 

extracted in order to be analyzed and prepared for use 

in simulation models. Furthermore, the prepared data 

is put into the simulation model, either manually or 

automatically. At the final residence, the data can be 

read by the model and stored as project documentation 

or for re-use in future simulation studies. 

 

Fig. 1: Input data management activities. 
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Today, four major approaches are used among 

practitioners in manufacturing industry, to perform the 

activities presented in Fig. 1 [12]: 

1. Tailor-made solution 

• Data primarily derived from the project team 

• Data manually input to model by model builder 

• Data resides in the simulation tool 

 

2.  Spreadsheet solution 

• Data primarily derived from project team 

• Data manually input to computer application, 

usually MS Excel spreadsheet. 

• Data automatically read by model via computer 

application 

• Data resides in the computer application 

 

3.  Off-line database solution 

• Data primarily derived from Corporate Business 

System 

• Data automatically read by model from an 

intermediary simulation database, e.g. MS 

Access. 

• Data automatically input to database from 

Corporate Business System 

• Data resides in the intermediary simulation 

database 

 

4.  On-line database solution 

• Data primarily derived from Corporate Business 

System 

• Data automatically read by model 

• Data automatically input to model from 

Corporate Business System 

• Data resides in the Corporate Business System 

 

The tailor-made solution was formerly a popular 

methodology, but due to the extensive amount of 

manual work, it has obvious drawbacks such as heavy 

time-consumption and difficulties to change or modify 

data [12]. Hence, methodologies requiring less human 

involvement are becoming more and more interesting 

for industry. The same study as referred to above, 

found that the spreadsheet solution is becoming 

increasingly used and is probably the most common 

solution among manufacturing companies today. 

However, despite this progress, input data 

management is still a heavily time-consuming phase 

in DES projects and the major reasons are the efforts 

related to manual gathering, extraction from available 

data sources and preparation for use in the simulation 

models [5,6]. 

To address the problems related to collection of raw 

data, the demand for various types of automatic 

collection systems is increasing in industry, and they 

will probably be a natural data source in future 

production systems [9,13]. Additional benefits with 

automatic data collection systems are objectiveness 

and accuracy of collected data [9]. Referring to the 

increased data availability, researchers argue that more 

and more information required for simulation will be 

automatically collected and obtainable via ERP 

systems. And since the number of ERP systems 

implemented in companies worldwide increases [11], 

they should be valuable data sources for DES projects 

in the future. Hence, a significant amount of research 

work has been performed to show the potential and 

prove the feasibility of connecting CBS and ERP 

systems to DES models, as in approaches 3 and 4 

presented earlier [12,14]. 

The authors of this paper believe in the concept but 

argue that the possibilities to implement it in reality 

are limited at present. Organizations trying to 

automatically connect their ERP systems to DES 

models need to have all relevant data for simulation in 

their ERP systems, and this is only reality in a few 

major companies at the moment. Especially data 

describing the dynamics and stochastics of the 

production system is often missing in the ERP-

systems [3]. Another important issue to keep in mind 

when talking about a totally automated input data 

procedure (e.g. approach 4), is that practitioners 

usually find it convenient and secure to be able to see, 

complete, change and experiment with the data that 

will be input to their simulation model. In a totally 

automated input data procedure, these options would 

be problematic to replace. 

To address the two problems described above, a 

slightly modified approach was evaluated in the case 

study presented in this paper (Fig. 2). To relate to 

earlier research it can be seen as a combination 

between approaches 2 and 3, and should be a suitable 

solution at least until all simulation data can be 

integrated in the same application, e.g. ERP-system. 

The authors created a “middleware” that is able to 

extract and compile raw data from several different 

data sources. The results are presented in an 

intermediary computer application (MS Excel 

spreadsheet in this case study), where the user can 

approve, add, change and experiment with the data 

before it is input to the simulation model. Above the 

ability to extract raw data, the middleware also 

prepares the raw data for use in the simulation model, 

for example by fitting it to statistical distributions. 
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The ERP may be one source of input, and can be 

complemented by breakdown information from an 

automated logging system and environmental data 

from a Life Cycle Assessment (LCA) database, just to 

give an example. The type of intermediary computer 

application can be a spreadsheet, database or an XML 

solution depending on organizational prerequisites.  

3  Conceptual Plant Development – 
FACTS 

The work presented in this paper is part of a more 

comprehensive project with a broader scope. The 

project name is “Factory Analyses in ConcepTual 

phases using Simulation” (FACTS) [15]. The aim of 

FACTS is to develop and implement methods and IT-

tools for conceptual plant development.  If DES is 

introduced in the early stages of production system 

design, before crucial decisions already have been 

made, it gives the project team the opportunity to see 

the impacts of product mix changes or new production 

setups. Having this insight offers the possibility to 

make better decisions and evaluate better system 

design configurations. 

It has been argued though, that lack of data and long 

model development time makes DES inappropriate as 

a technique to use in the early phases of a system 

design project [16]. The FACTS initiative addresses 

both these statements, proposing an innovative 

framework based on aggregation techniques, 

automated input data handling/manipulation and the 

combination of optimization and output data analysis. 

The project realization is therefore organized into five 

main areas, related to the project objective but with 

separate focus (see Fig. 3). 

• Abstraction/aggregation methods 

• Input data handling 

• Optimization  

• Integration (integrates results from the earlier 

three to developed a support tool and work 

procedures) 

• Information dissemination 

 

Fig. 3: Schematic description of the project’s work 

packages. The project delivers methods and tools to 

support concept analyses (the top in the triangle). This 

support is based on results and data from the three 

work packages/areas: (1) Simulation-based 

optimization, which needs (2) abstract models, and is 

fed with (3) input data. [15] 

The first three areas are the main parts of the work 

procedure. The project gathers empirical data from 

case studies, which are carried out and evaluated 

successively during the project. A toolset based on the 

integration of the sub-projects results, is already partly 

developed and presented in [17] under the name of 

FACTS analyzer. 

The project is funded by VINNOVA, Sweden (within 

the MERA framework) and the industrial partner 
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Fig. 2: The approach presented in this paper is to use a middleware solution as a bridge  

in between the data sources and the intermediary computer application. 
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companies, including Volvo Car Corporation, Volvo 

Powertrain, Volvo Technology and Volvo Trucks. 

Academical partners are University of Skövde, 

Chalmers University of Technology (Gothenburg) and 

IVF Industrial Research and Development Corp 

(Mölndal). 

4 Case Study Description 

In 2006 Volvo Truck Corporation produced more than 

100 000 trucks and is therefore the second largest 

producer of heavy trucks worldwide, creating reliable 

transport solutions for customers all over the world. 

Roughly one fifth of these are produced at the Tuve 

plant in Gothenburg, Sweden. Staying competitive 

requires efficient virtual manufacturing tools. 

Virtual manufacturing tools are currently used in late 

phases at Volvo Trucks, mainly to develop existing 

production facilities. Volvo Trucks is in urgent need 

of a decision tool in earlier phases of the development 

process. The decision-making in early phases 

demands information quickly and this implies a more 

efficient input data handling. 

4.1 Purpose and Objectives 

The objective is to initiate the use of IT-tools and 

methods for decision-making earlier in the process, 

forcing the organization to state what kind of input 

data and information is needed. The result of this 

procedure will imply that the production development 

can state their demands on product development. In 

consequence, this will be an opportunity for the 

departments of product and production development 

to collaborate and communicate earlier, avoiding time-

consuming and expensive misunderstandings. 

In order to develop an efficient production line, 

analyzing and optimizing it by simulation before the 

line exists or has started production is necessary.  

Fig. 4 shows how this is achieved by focusing on 

simulation early, resulting in less testing at the end of 

the project. This approach is often referred to as 

frontloading.  

With a consistent tool and an efficient input data 

handling, Volvo Trucks will use this method for 

testing possible to-be scenarios. Since different 

variants are assembled on the same line, the process 

times at each station may differ. This entails a great 

interest in testing different scenarios for the takt time, 

mainly on how it should be determined. Takt time is 

here used to describe a pre-determined time that 

controls the pacing rate of parts going from station to 

station in a synchronized manner. 

One common opinion for not using DES in early 

phases is that appropriate input data is unavailable, 

which was pointed out in section 3. The input data 

might be insufficient, and as a consequence 

simplification based on experience has to be done. The 

input data handling is approximately 30 % of a 

simulation study [5], and therefore one of the most 

time-consuming parts. Making this process more 

efficient would gain a considerable amount of time 

and will therefore be well applicable in early phases 

when the time horizon is constricted. 

 

Fig. 4: Increased use of simulation in early phases will 

reduce the testing in late phases [3]. 

4.2 The Production System 

The ambition is to handle all pre-assembly on sub-

lines in order to eliminate disturbance on the main 

line. Pre-assembly is completed at several sub-lines 

preceding the main line at the Tuve Plant. The engine 

sub-line is in focus for this study. 

Volvo Powertrain is the supplier of engines from 

Skövde, Sweden, and transmissions from Köping, 

Sweden. The engine and the transmission are 

assembled together with the generator and the 

compressor into a complete engine. 

The engine line consists of two parallel lines, Engine 

line 1 and Engine line 2, with nine stations on each 

line, Fig. 5. The engine is put on an AGV (Automated 

Guided Vehicle) at station 1 from a roller conveyer 

track. Work is performed at the next eight stations and 

after station 9 there are three buffer places for each 

line. Thereafter, the finished pre-assemblies are 

transported to the main line by forklifts.  

4.3 The Simulation Model 

The simulation model of the engine lines at the Tuve 

plant concentrates on the nine stations (x2), the AGV 

system being their material handling system, and the 

two takt systems controlling the pace of the two lines 

[17].  
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Fig. 5: The model of the two engine lines and the 

object controlling the takt logic in the middle. 

If one or several stations on the engine lines exceed 

their corresponding takt time, the exceeding time on 

each station is logged as a failure. The way in which 

the failure data is logged on the engine lines and the 

fact that both lines are controlled by a takt system with 

a corresponding takt time enables a simplified 

modeling of the two lines. In this simplified model, 

concern about different engine variants can be 

completely neglected. The processing time on each 

station is simply set to the takt time, and aside from 

some transport times in the model, the real input 

needed in the model is the failure data. The drawback 

of this way of modeling is that the variant sequence is 

lost. However, the variant sequence is not of interest 

in this case. The simulation model is created using 

UGS Plant Simulation. 

4.4 Process Information System - PI 

Failure data in the Tuve plant is automatically 

collected in a system called the Process Information 

System (PI). In this case, some of the more vital data 

logged in the PI-database is what station that caused 

the failure, the time when the failure occurred, and the 

duration of the failure. However, this type of raw data 

is of no use in a simulation software before it has been 

processed and adapted to the software. The failure 

data needs to be processed into two statistical 

distributions, one modeling the time to repair (TTR) 

and one modeling the time between failures (TBF). 

4.5 The Manual Input Data Process 

Both engine lines are manual lines; the failure data 

was therefore not expected to contain many long 

failures. However, this was not the case. The failure 

data showed a lot of long failures. The long failures 

turned out to be influenced by breaks, nights, 

weekends, and in some cases holidays. Because of this 

the failure data was truncated with an upper bound of 

one hour, chosen after careful studies of the 

production system. The failure data processing did not 

stop there. It provided useful observations of the 

failure duration, i.e. the TTR, but observations of the 

TBF still needed to be calculated. The TBF 

observations were calculated with the help of an Excel 

macro. The observations of TTR and TBF were then, 

in turn and per station, transferred into a statistical 

distribution fitting software that produced the 

corresponding distribution parameters. Finally these 

distribution parameters were compiled in a table that 

could be interpreted by the simulation model. 

The amount of manual work needed to process and 

adapt the failure data into such a parameter table was, 

as one easily can imagine, rather large. This is the case 

in almost all failure modeling, since modeled systems 

commonly have several objects that require failure 

modeling. 

5 Software Description 

The aim of this research is to implement a software 

that automates several steps in the input data process, 

from the extraction of empirical data to the delivery of 

fitted distributions that can be used directly as input to 

the simulation model. 

Today, the software extracts TTR data from an off-

line copy of the PI-database, in order to prove the 

concept. However, it can be extended to include more 

parameters, which also will happen within the frame 

of the FACTS project. After extraction, a sorting 

procedure is applied to group the data according to 

which line number, station number and data type the 

information belongs to. A statistical analysis including 

a summary of empirical parameters, estimation of 

input parameters for statistical distributions and a 

distribution fitting is then performed. The final results 

of the software are the most appropriate statistical 

distributions for each of the stations at the two engine 

lines. The input suggestions are automatically 

presented in the MS Excel spreadsheet interface used 

in the case study, and the user is able to approve the 

results and use them in the simulation model. The 

input of model data from the spreadsheet was 

previously automated in the case study. 

The described software functionality is visualized in 

Fig. 6, and more detailed descriptions of the sequential 

steps are presented in the following sub-sections. The 

software is developed in C++. 

Proc. EUROSIM 2007 (B. Zupančič, R. Karba, S. Blažič) 9-13 Sept. 2007, Ljubljana, Slovenia

ISBN 978-3-901608-32-2 6 Copyright © 2007 EUROSIM / SLOSIM



 

Fig. 6: Software functionality and user involvement. 

5.1 User Interface and Involvement 

One essential improvement with this solution is the 

significant reduction of user involvement. 

Traditionally in DES projects, the user has been 

involved in several handling steps required to finally 

obtain an input data representation for the simulation 

model. These steps typically consist of manual data 

gathering or extraction from data sources, followed by 

efforts to estimate parameters to statistical 

distributions. The actual choice of representation is 

often performed by graphical comparisons or 

complicated mathematical calculations. Even when 

using a distribution fitting software, some manual 

steps usually have to be carried out. 

In the approach presented in this case study, the user 

involvement is reduced to the following activities:  

- Create a copy of the on-line database (e.g. MS 

Excel spreadsheet, .txt-file or .csv-file) 

- Run the program 

- Give the name of the file including all raw data 

to the software (Fig. 7)  

- Check the results 

This has led to the possibility to reduce the time 

required to prepare input data to the simulation model. 

 

 

Fig. 7: User states the name of the file  

containing the raw data 

The final intention for the software is to connect it 

directly to the PI-database for an even more automated 

procedure. However, at this stage a copy of the real-

world database is created in order to ensure that the 

IT-support for running production is not interfered. An 

already existing web-interface is used to state what 

raw data to collect from the PI-database. 

Subsequently, the user just copies the entire content 

from the web-interface into the chosen off-line format 

(in this case a MS Excel spreadsheet, later saved as a 

.txt-file).   

 

Fig. 8: Example of final results 

The whole process, transforming seven months of raw 

data that corresponds to 18000 lines in the database 

into a suitable representation for the simulation model, 

required less than two minutes of time. The manual 

approach for the exact same work and for the same 

parameter took six hours. In fact, during these two 

minutes, most of the time consumption is due to the 

user handling. One example of the final results 

presented in the simulation model input data interface 

can be seen in Fig. 8. 

5.2 Data Extraction 

Since the shop-floor data in this case study was 

presented in an off-line copy of the PI-database, the 

extraction of data is consequently performed from the 

.txt-file representation (the user can also select other 

file formats such as .csv or .xls).  

The implemented solution for the extraction activity is 

divided into several steps. The first one is to read data 

from the database copy (.txt-file) and sort it according 

to which line number, station number and data 

category the observation belongs to. Based on the 

sorting procedure, all the data is grouped and 

automatically put into several other .txt-files, only 

containing observations of the same origin with regard 

to the three sorting criteria stated above. From the 

second level of text files, the data is converted into the 

analysis unit of interest, which is seconds in the Volvo 

Trucks case study. The converted data is then stored in 
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a chained list within the software and arranged starting 

with the lowest value and ending with the highest. 

Before the data is put into the software the user is also 

allowed to implement specific constraints, for 

example to only include observations within the 

interval ranging from 1 to 3600 seconds. The solution 

using a chained list reduces the complexity of the 

algorithm and increases the speed of the process. It 

also provides a flexible space to store data from 

database readings of different dates and numbers of 

breakdowns.  

5.3 Parameter Estimation 

There are basically two approaches available to 

determine the input parameters used to represent a 

dataset using statistical distributions. One is to 

estimate the parameters, based on calculations using 

statistics from the empiric data set, e.g. mean and 

variance. The other is to optimize the input parameters 

using a Maximum Likelihood Estimation (MLE) 

algorithm or an iterative algorithm that detects the best 

settings according to the results of a goodness-of-fit 

test. Today the software is programmed to use the first 

approach, since it gives results that are good enough 

compared to the alternative manual data handling 

procedure. However, to get more precise data 

representation the second approach would be 

preferable, which is further described in the section 

called “future improvements”.  

Thus, to be able to estimate the input parameters, the 

software calculates a set of summary statistics from 

the raw data: 

- Number of observations 

- Minimum and maximum 

- Mean 

- Median 

- Variance 

- Coefficient of variation 

- Skewness 

First of all, it gives the user a good summary of the 

data-set he or she has to deal with. Secondly, some of 

these parameters are used to estimate the input 

parameters for the various statistical distributions used 

in the following goodness-of-fit tests. For example, 

the gamma cumulative distribution function needs two 

parameters (α and β), which are determined according 

to Eq. 1 and 2 [18]: 

Variance

Mean2

  =α  (1) 

Mean

Variance
=β  (2) 

5.4 Distribution Fitting 

Based on experiences from previous data analyses 

from the engine lines at the Volvo Tuve plant, some 

distribution types were commonly applicable to 

represent the station behaviors. Hence, four of them 

were implemented in the software as a first step; the 

normal, lognormal, exponential and gamma 

distributions.  

To find the best representation for all empiric data 

sets, input parameters for all four of the distribution 

types were estimated as described earlier. Thereafter, 

the software compares all possible representations and 

states the best representation for all TTR values at all 

stations using a Kolmogorov-Smirnov goodness-of-fit 

test (K-S test). However, normally the K-S test is used 

to decide whether a hypothesized distribution is a 

good representation of an empiric data-set or not, 

given a specified level of significance [19]. In this 

case it is only interesting to compare the different 

distributions to each other in order to find the best 

representation. This is performed by calculating the 

Kolmogorov-Smirnov test statistic (Eq. 3) [19] for all 

possible representation and choose the distribution 

with the lowest value of the K-S test statistics. 

))(,
1

)((max
1

ii
Ni

YF
N

i

N

i
YFD −

−
−=

≤≤

 (3) 

N = number of empirical observations 

F = the cumulative distribution function (CDF) 

The CDF completely describes the probability 

distribution of a real-valued random variable X. For 

every real number x, the CDF of X is given by Eq. 4 

[18]: 

FX(x) = P(X ≤ x) (4) 

 

For example the Normal CDF is defined by (Eq. 5) 

[20]: 

))
2

(1(
2

1
)(

σ

µ−
+=

x
erfxFNX

 (5) 

where σ is the standard deviation and µ is the mean. 

Erf (x) is the Gauss error function. 

 

Fig. 9: Normal CDF [19] 

The K-S test statistics has some advantages compared 

to other goodness-of-fit tests for use in this case study. 

For example, the Chi-Square test has a drawback in 

the difficulty to group the empirical data and decide 

interval widths for the analyses [21]. The Anderson-
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Darling test would be another test to implement but 

since it is not applicable for all continuous 

distributions it would place restrictions for further 

development, concerning the number of distribution 

families available for fitting. 

Despite these advantages, the K-S test has several 

important limitations [19]:  

- It only applies to continuous distributions. 

- It tends to be more sensitive near the centre 

of the distribution than at the tails. 

- The distribution must be fully specified.  

The last limitation results in a drawback for the 

presented approach until the parameter optimization 

module has been implemented, which is further 

discussed in section 5.6. To apply the K-S test using 

estimated parameters, results in a smaller probability 

than specified to do a Type 1 error (to reject the 

proposed distribution function even though it is a 

proper representation) [21]. However, since the actual 

K-S test is not fully performed in the software, the test 

statistics is still of help to compare distributions to 

each other. 

5.5 Data Validation 

The statistical correctness of the distribution fitting 

process performed by the software, was validated 

using output from the manual input data analysis, 

previously carried out in the case study. Moreover, the 

automatically analyzed data was used as input to the 

simulation model of the engine sub line. The result 

showed a production output 7% higher than the real-

world system for the same period of time as the data 

was logged. However, despite the over-performance in 

model output, the result was satisfying. The 

discrepancy is explained as a direct result of the 

exclusion of the impact that the buffers after station 9 

have on the production performance. Occasionally, 

these buffers cause line stops due to needs for quality 

adjustments. This behavior is not included in the 

simulation model. 

5.6 Future development 

This case study has shown the potential to increase 

rapidity in input data phases of DES projects using a 

middleware solution. However, the presented tool is 

not final, and will be further improved in order to fully 

meet organizations’ needs of statistical reliability. 

To increase the statistical correctness and user 

reliability, the software requires improved fitting 

functionality. Today, statistical distributions are 

compared to each other and the best representation is 

chosen. To be able to determine whether it is a 

significant representation or not, entire goodness-of-fit 

tests must be performed.  

The problem described earlier that K-S tests do not 

work to a satisfactory level using estimated input 

parameters, needs to be solved before the K-S 

goodness-of-fit test is possible to fully implement. 

However, there are two ways of solving the problem. 

The solution that will be developed is to include a 

parameter optimization algorithm that calculates the 

optimal parameter setting instead of using the 

estimated ones. The alternative way is to perform 

other goodness-of-fit tests (e.g. Chi-Square and 

Anderson-Darling) providing better results for 

estimated parameters. This may also be done but with 

the motivation to give the user more options regarding 

the statistic analysis. Furthermore, the number of 

distribution families will be increased.  

It could be desirable to connect the middleware 

directly to the PI database in order to reduce user 

involvement even more. The user interface will also 

be improved to facilitate for the user to specify the 

observations to extract, for example regarding dates 

and failure types. Finally, the concept will be enlarged 

to include more simulation inputs than only 

breakdown data. 

6 Discussion 

The main contribution of the approach presented in 

this paper is the possibility to automate the entire 

chain of input data handling. The demonstrator 

developed in the case study shows how extraction of 

data from an automated collection database and 

statistical preparation of the raw data can be 

performed for breakdown data, e.g. Time To Repair 

(TTR). However, the concept will be further 

developed to include more required input parameters 

to DES models at Volvo Trucks. The final aim is to 

fully utilize the increased use of automated data 

handling systems, not only for breakdown data. The 

approach provides a convenient first step for 

companies searching for a more efficient way to 

provide data for production analysis tools like DES. 

The applicability increases in companies, which do 

not have the uniform data structure needed to 

immediately adopt more automated concepts, such as 

ERP or CBS based simulation.  

A future extension of the middleware solution could 

be to integrate the intelligence of the software into the 

intermediary computer application, e.g. off-line 

database. This would be one way of approaching the 

third “level” of input data management presented in 

section 2 [12]. Another very important issue for 

further development and implementation of the 

approach is to build the middleware functions 

according to a standardized data structure, like the 

Core Manufacturing Simulation Data (CMSD) model 

developed by NIST [22]. There is a need for a more 

unified way of representing the data to simulation 

models, which is owing to industry’s problems with 

sharing data between simulation and other 

manufacturing applications [23]. Since many of the 

data sources discussed in this paper have gone far in 

their own development of data structures, the 

middleware can serve as a good tool to transform the 

representation into a standardized form for simulation. 
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One of the drawbacks associated with the presented 

approach is that efforts are required to write the code 

that extracts the data from the automatic collection 

system. Due to the variations among data collection 

systems, a general solution is not possible to build at 

present. Therefore, the approach is most appropriate 

for companies using DES on a continuous basis and 

consequently are able to benefit from the re-use of the 

middleware functionalities.  

The main objective for the software was to enable fast 

input data analyses of the same quality as provided by 

manual analyses. However, despite the fulfilment of 

these objectives, some further improvements are 

needed and will be performed. To increase the level of 

statistical correctness, the middleware will be further 

developed by including more statistical distributions 

and a function for parameter optimization. 

Furthermore, the possibility to extract data of 

specified categories (e.g. breakdown reasons) needs to 

be improved and made more easily accessible via the 

user interface.  

7 Conclusions 

This paper has presented an approach to increase 

rapidity in input data management in DES projects. 

The strategy is to provide an IT-tool that automates 

the time-consuming activities of extracting raw data 

from original sources and preparing it for use in 

simulation models. 

The tool is programmed in C++ and serves as a bridge 

in between the data sources and an intermediary 

computer application directly connected to the 

simulation model. The preparation of raw data 

includes calculation of input parameters to statistical 

distributions and distribution fitting using 

Kolmogorov-Smirnov test statistics. 

The approach was tested in a case study at Volvo 

Truck’s plant in Gothenburg, Sweden. The user 

involvement in the input data management phase was 

reduced significantly, which had a positive impact on 

the required time-consumption (from six hours to two 

minutes). However, the tool itself needs some further 

extensions and improvements to fully replace the 

traditional input data handling within the organization. 
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