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Abstract

Development of new technology also brings new areas where it would be appro-
priate to automatize or simulate human activity. One way to achieve this is to use
agent systems. In these cases the agent as a software component represents the
human decision-making process and acting on his behalf. To achieve its goals
often needs to cooperate with other agents. Trustworthiness of these agents may
play a key role in efforts to achieve these goals. In real life in these cases is deci-
sions made based on the experience with that partner. How to handle with these
experiences and how they determine the risk of cooperation is one of the topics of
artificial intelligence. A possible solution is to use the principles of trust and repu-
tation. There are many studies in different objectives. This article aims to propose
a model of trust and reputation based on the standard human decision-making,
with application mainly in the field of e-commerce.

Keywords: Trust and reputation, Multi-agent systems, Simulation model.

Presenting Author’s Biography
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1 Introduction
One of the main goals of intelligent systems and espe-
cially agent systems is to replace the human in acting
and decision-making. This brings many problems to
solve. The situation is even more difficult in the pres-
ence of other agents in the environment, representing
the interests of someone else. In this case the inter-
action is often desirable or even necessary. However,
such interactions may involve some risk associated with
the reliability of the other parts. There are many ap-
proaches to eliminate this risk. One of many of them is
to use trust and reputation principles.

Today, these principles are used in a wide range of
applications. One of the most common areas is e-
commerce. Often it is impossible to know all the en-
tities involved in trade, especially in the anonymous
Internet. It is desirable to have a safety mechanism
to eliminate possible misbehaviour in this case. Espe-
cially when considering that there are significant finan-
cial flows. An example of such a system is an Internet
auction house eBay [1]. Seller reputation is calculated
based on buyers rating and vice versa. The buyer in
this case is not able to determine how this reputation
is calculated due to the central calculation. The advan-
tage is that the whole reputation mechanism is directed
by the provider, in this case by eBay servers. Repu-
tation is calculated as the average of all ratings in six
months. This approach has the disadvantage on the
other hand: the high demands on the performance of
the provider and the overall evaluation is not subjec-
tive. Therefore, a large number of models of trust and
reputation was proposed, such as [2, 3, 4, 5]. A brief de-
scription of these and some other models can be found
in [6] and [7]. We are primarily interested in models for
distributed systems, especially with use in e-commerce.
In this paper are described basis of our trust and reputa-
tion model, possible application scenario, experiments
with trust and reputation model in system of this sce-
nario and future expansion of our trust and reputation
model.

2 Trust and reputation model
The main aim of our trust and reputation model is to
reflect the human decision-making in selecting a ven-
dor to purchase. In the real world, we can simplify this
decision in this process:

• If I have enough personal experience with the
seller, the decision is made on the basis of these
experiences.

• If I do not have enough direct experiences, I try
to ask other trusted people for their views on the
seller.

• Trustworthy people do not have direct experience,
but can provide information about other persons
who are credible and the information may have.

• In case of lack of information or even no infor-
mation there is an important risk associated with
trade. Usually, the main risk is the product price.

These conditions therefore define the basic require-
ments for the model. Another requirement is that recent
information had greater influence on the overall calcu-
lation. First, this paper describes a model for assessing
trust based on direct experiences, and then the model
will be expanded on the principles of reputation.

Input values for calculation of confidence are positive
numbers corresponding with interactions with the en-
tity whose confidence is evaluated. It is on the applica-
tion, how those values will be determined. The calcu-
lated value of trust will also be in the range of this num-
bers. Requirement is to evaluate fully correct behaviour
with number 0. Values indicate how much the agent be-
haviour differs from the fully correct behaviour. Also
how to convert the product price to a similar value is
determined by specific application. For the calculation
of confidence it is necessary to create two lists. The first
list (denoted by o) is composed of the values described
above. At the front of the list there is the value of the
actual transaction price (denoted c) and other values in
the list are the values of evaluation of interactions sorted
form the oldest to the newest (denoted by h with using
time index). Thus we defined it as a list of interactions:

o = (o0, o1, ..., on−1) = (c, ht0, ..., ht(n−2)) (1)

The second list is a list of weights (denoted by v). Each
value in the first list corresponds with exactly one value
in the list of weights:

v = (v0, v1, ..., vn−1) (2)

The weights are calculated as follows:

vi =

2i
n(n−1) +

p
n

p+ 1
(3)

In this formula, the variable n corresponds to the to-
tal number of values in the list of weights/interactions.
The variable p is arbitrarily adjustable positive num-
ber. Increasing p-value causes smaller spacing between
weight values. Sum of all weights in the list will always
be equal to one, which will be beneficial for the final
calculation. More recent information could be favoured
by a variable p.

The weights thus reflect the time only as a sequence
of interactions. In our case, it allows us to deal with
the risk associated with the price of the product so that
their influences decrease with the amount of informa-
tion. Now we are familiar with all the elements for
calculating the reliability of any entity on the basis of
direct experiences. At the end there are two lists v and
o considered as vectors and there is calculated their in-
ner product:

N =

n−1∑
i=1

vioi (4)

The resulting value N is the size of no-confidence in
the seller. There are more ways to determine whether



Fig. 1 the impact of variable p

to initiate a trade with the seller or not. Often deci-
sions are based on the selected threshold t. In our case,
if the N is above then threshold t, then business may
be risky. However, often could be better to use the
computed value as only one of several factors, when
deciding if to purchase the product. For example, we
consider whether it is profitable for us to buy a product
which price may be overestimated in proportion to the
calculated value. Thus the calculated value is also seen
in our experiments.

In the case of using this trust model in distributed sys-
tems, we find out that the number of interactions among
the various entities will often be small. The model is
therefore necessary to extend about the principles of
reputation. Comprehensive model of reputation will be
the subject of future research. In this paper, we will
focus only to a simple model. We will not combine
direct experiences with indirect experiences. Interroga-
tion other agents for information about seller is done
only when it is impossible to calculate the value of trust
from own experiences. Asked agents are only those
agents whose are trusted in this context. From a ratio-
nal point of view we can expect that the trusted agents
will be interested in the dissemination of such informa-
tion. In the other hand, it is expected that an agent who
is lying in the trade, is likely to lie in the provision of
such information. Context of agent trust as a seller and
as a witness are together in some way related.

Interrogation about target agent (agentC) is then im-
plemented recursively. There are three answers from
queried agents (agentB) based on their knowledge as
shown in Fig. 2:

• If they have any experiences with a target agent,
they provide information about these experiences.

• They don’t have with the target agent experiences

but they know other trustworthy agents. They pro-
vide a list of these trustworthy agents.

• They don’t have any experiences and don’t know
any other agents which might this experiences
have.

Queried agents provide only information to trusted
agents. There are two contexts. One is credibility in
the provision of specific services, second is provision of
information about the trust of other agents. These con-
texts are closely related. When an agent gets enough
of the necessary information or there is no agent to ask,
the interrogation is over. Decision how to combine this
information is on concrete application. In our experi-
ments the information are used in a similar way as in the
case of direct trust. The value is calculated separately
for the information obtained from various sources and
by averaging the final value is calculated. Another pos-
sible approach could for example be based on combin-
ing the information from various sources on the basis of
their credibility, especially in the context of the referral.

Fig. 2 Query diagram



3 Model of the system
Our effort was to create a business model to simulate
situations in which people have objectives in conflict,
but to achieve these objectives they have to cooperate
in some way. Consider a closed system with number of
acting managers. Their goal is to maximize their profit.
Profit is generated on the basis of ownership of a lim-
ited number of certain commodities, their quality and
also comparison with competitors. The dynamics of
the environment is determined by random generation
of new commodities in the system and by the aging of
these commodities with the dependence on the quality
and the life cycle of the commodity. All this should
contribute to an adequate system complexity. The pro-
posed model is composed of fully autonomously acting
agents representing managers and also the environment
in which they act. The greatest emphasis in the design
of the agent, was placed on decision-making mecha-
nisms. Agents are able to completely independently
evaluate the current situation and find out whether it
would be desirable to buy/sell any of the commodities.
Purchases and sales play a key role in achieving the in-
tentions (maximum profit) of these agents (managers).
Agents do trying to achieve any given fixed targets.
Like in the real world they are constantly trying to im-
prove their situation. Buying and selling are distributed.
All agents are able to produce English type auction Fig.
3. The price of commodities is not fixed and depends

Fig. 3 Auction protocol

mainly on demand. It may for example happen that in
the system will be lack of some type of commodity and
thus will be increased the price due to demand and the
principle of auction (the highest bid wins). All agents
have the same financial capital at the beginning of simu-

lation (10M$) and each receives a commodity with sim-
ilar quality, which enables their basic functioning. Pa-
rameters of products, especially quality, determine their
basic price (influenced by demand). Important role in
purchasing decisions and calculating how beneficial to
the manager is correct knowledge of the product param-
eters. Parameters of the products are fully known only
to their owners. Other agents have only partial knowl-
edge about these parameters. Parameters, which are un-
known to non-owner agents, have sufficiently large im-
pact on quality of product. Their seller decides whether
they provide true or false information about them. Con-
fidence plays a key role in decision making. Our goal
is to monitor how much beneficial it could be improper
behaviour and how to defend against him and especially
to prevent it. Proposed model of trust and reputation
is then used as a safety mechanism. Experiments with
such a simulation model are described in the following
chapter.

4 Performed experiments
On this basis, a simulation model in Jason [8] with us-
ing AgentSpeak and JAVA was created. On this simu-
lation model have been performed several experiments.
Variable p which has influence on the computation of
trust and on favouritism newer informations was set up
to 1. It means that newest interaction has 3 times higher
bias on final trust value than oldest one (as you can see
in equation 1). All experiments were executed with 16
agents/managers. All agents had almost the same deci-
sion logic. The difference was only in reliability of this
agents (honesty parameter of agents) and in using trust
and reputation model. The honesty parameter was set
randomly. Reliability of the agents was not only depen-
dent on their honesty, but partly also on their financial
situation (if the agent has financial problems, there is a
slightly greater chance that he will behave incorrectly).

The first experiments were aimed to verify whether the
developed model behaves as is expected from it. Half
of the agents were chosen to provide sometime false in-
formation about the products. It was assumed that if
some agents overvalue their product, they must achieve
greater profits than correctly behaving agents. The rate
of incorrect behaviour was directly proportional to the
financial problems of the agent and the agent’s hon-
esty parameter. In this experiment, agents do not use
any protection against incorrect behaviour. The pur-
pose of these experiments was only to validate simula-
tion model and to detect advantages which result from
incorrect behaviour. Further experiments were aimed
at verifying the benefits of using the principle of trust
in these experiments. The situation was reversed and
trustworthy agents achieve higher profits than untrust-
worthy agents. This happened mainly because of the
gradual isolation of untrustworthy agents during the ex-
periments. But, as expected, each agent has to ob-
tain their own experience with each other and every
other agent can at least once fool him. For large dis-
tributed systems applications of the principles of trust
has brought only small improvements (more agents =
more unknown managers at the start of simulation).



Another series of experiments was therefore also with
using the reputation mechanism. Trusted agents gained
better profit than the untrustworthy agents much earlier
than in previous experiments. Summary of these exper-
iments is in table 1. This table shows the total profits of
the agents, but also profits which are related only with
the sale of overvalued products, mainly due to provid-
ing false informations.

Tab. 1 Experiments, trusted × untrusted agents 1:1

Trusted agents Untrusted agents

øprofit
[M$]

øprofit
from lying
[M$]

øprofit
[M$]

øprofit
from lying
[M$]

no trust and
reputation

-13,52 -10,38 17,22 10,38

Only trust 12,83 -3,36 -3,56 3,36

Trust and
reputation

17,76 -1,16 -9,34 1,16

The importance of reputation principles would continue
to grow with the increasing number of agents in the sys-
tem. In this experiment, there was a very rapid spread
of information about the behaviour of agents. Its time
complexity due to the number of agents in the system
was only logarithmic. Possibilities of such a model are
thus much better than when using only a direct experi-
ence. But it would be appropriate to extend the model
so as to be able deal with more sophisticated attacks.
This will be the subject of our future research. Re-
cent experiments have focused on comparing the dif-
ference between profit trustworthy and untrustworthy
agents, with varying proportions of these agents. Also,
the principles of trust and reputation were only used by
a number of agents. Results are showed in table 2 and
figure 4.

Tab. 2 Comparison of profit agent using trust and rep-
utation model with untrustworthy agents (difference in
M$)

Number of untrusted agents in system

2 4 6 8 10 12 14

N
um

be
r

of
ag

en
ts

us
in

g
tr

us
t

2 -16,04 -12,72 10,11 20,48 23,43 9,04 34,97

4 -4,05 -5,28 9,86 15,29 24,72 30,04 30,12

6 -5,83 -9,15 9,18 23,05 32,55 25,56 29,46

8 2,12 3,43 18,19 25,04 44,24 22,62 35,43

10 -5,87 5,3 20,31 39,77 22,3 36,83 51,24

12 29,46 11,02 25,85 31,38 41,56 33,45 46,48

14 36,93 32,6 38,77 43,65 47,81 48,22 59,4

As you can see in the chart, with the increasing num-
ber of agents using trust and reputation model decreases
the profit of agents who behave improperly at the ex-
pense of agents behaving correctly. As you can see in
the chart, with the increasing number of agents using
trust and reputation model decreases the profit of agents
who behave improperly at the expense of agents behav-
ing correctly. You can also see that with an increasing
proportion of agents in the system, who are treated un-
fairly, their declining profits, since it reduces the scope
for misleading agents behaved correctly.

Fig. 4 Graph showing results of the experiments

5 Conclusion and future work

In this paper was presented simple trust and reputation
model. The main aim of this model is on direct ex-
periences and time context of them. Basic function of
this model was try-out by several experiments. The re-
sulting value of this model was not only used as some
threshold, for decision about making same interaction.
Benefits from the interaction were considered. If the
profit with taking into account risks arising from the
trustworthiness of the partner is positive, the interaction
is made.

Our future research will be aimed on more complex
models which will be applicable in distributed systems
with taking into account surveys of other trust and rep-
utation authors like [9]. General purpose of trust and
reputation models is to prevent risks. Multi-contextual
principles enabling lots of this risk prevents. One of
most important things is an accurate management of the
reliability of the entities in the system, not only as ser-
vice providers, but also as recommendation providers.
This is one way to improve our model in future, con-
cretely by adding extension to Hierarchical Model of
Trust in Context [10].
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Scenarios in Trust and Reputation Models for Dis-
tributed Systems. Elsevier Computers & Security,
2009.

[10] J. Samek and F. Zboril. Hierarchical model of
trust in contexts. In F. Zavoral et al., editor, NDT
2010, Part II, volume 88 of CCIS, pages 356–365,
Berlin Heidelberg, 2010. Springer-Verlag.


